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FOREWORD 

This technical report presents the detailed methodology of various modeling 

techniques developed by OAS during the course of analytical studies on life 

cycle costs and test and evaluation. These studies were Initiated at the 

request of DCS/Development Plans, Headquarters AFSC and were designed to 

Investigate new and Innovative methods of reliability management and to develop 

models and methodology applicable to life cycle cost and test and evaluation 

analyses. 

The authors wish to acknowledge the assistance of Mr. Donald C. Fronterhouse 
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EXECUTIVE SUMMARY 

This technical reoort presents the detailed methodology of various modeling 

techniques developed by the Office of the Assistant for Study Support (ÜAS) during 

the course of analytical studies on life cycle costs and test and evaluation. 

These studies were initiated at the request of DCS/Development Plans, Headquarters 

AFSC and were designed to investigate new and innovative methods of reliability 

management and to develop models and methodology applicable to life cycle cost and 

test and evaluation analyses.    The principal impetus in developing the models came 

from one of the major findings in the initial study performed by OAS on test and 

evaluation analysis.    This finding concerned the generally poor field reliability 

experienced by the A-7D avionics systems.    Further investigations showed that 

Air Force avionics systems generally experience poor reliability in the operational 

environment.    There are a multitude of reasons for this; one reason being that 

current avionics systems are extremely complex and low reliability is therefore 

to be expected.    This does not mean, however, that low reliability of avionics 

systems should be accepted as a way of life.    In fact, every attempt should be 

made to achieve the highest reliability possible commensurate with the complexity 

of the system and cost constraints. 

In probing deeper into reliability problems associated with Air Force avionics 

systems, one must examine the regulations, tests, and demonstrations that form the 

basis for Air Force acceptance and procurement of avionics systems.   Air Force 

Regulation 80-5 states that "realistic and meaningful R&M characteristics and 

levels will be determined by cost effectiveness analysis, reflecting both system 

effectiveness and life cycle costs."   AFR 80-5 states further that "the establish- 

ment of minimum acceptable R&M levels must be determined on the basis of realistic 

operational needs."    Unfortunately, there has not been an effective technique for 

selecting levels of subsystem R&M which would optimize the total cost effectiveness 

of a system.    Therefore, the desired system effectiveness is not being achieved, 

and life cycle costs are greatly exceeding desired levels. 

A corollary problem has been the total  lack of similarity between contractual 

R&M requirements and the values actually achieved in the field.    Much of this 

problem is due to deficiencies in the test procedures used (normally from 

MIL-STD-781B for electronic equipment), but it is also affected by the lack of a 



rational approach to the establishment of requirements or for evaluating alter- 

natives when testing indicates that the initial requirements are not being 

achieved.    The result has been a spiral of higher and higher user requirements 

for which the developers have been expending more and more resources in a futile 

attempt to achieve.    The models and methodology developed herein represent a first 

step in attempting to bridge this gap between initial requirements and achievable 

operational capabilities.    In addition, the models and methodology can provide 

other information of interest to decision-makers concerned with either development, 

acquisition, testing, logistic support, or life cycle costs.   The models are quite 

general and can be applied at various stages of system development.   The models 

were developed in the context of a total system consisting of a number of subsys- 

tems.   However, the models can be applied at the subsystem level by considering 

the total system to be the subsystem of interest consisting of its components. 

The initial model is a Mission Completion Success Probability (MCSP) model. 

HCSP models are applied to show the dependence of mission success upon the aggre- 

gate of subsystems.    MCSP models have not been used extensively in Air Force 

programs.    In some instances where MCSP modeling techniques were employed, tney 

involved complicated simulation methods.    Generally, an MCSP model involving 

simulation does not readily lend itself to identification of critical subsystems, 

or to evaluation of critical subsystem improvement.    The OAS MCSP model developed 

during this study is a generalized, probabilistic model.    Using A-7D data, the 

utility of the model has been demonstrated by ranking subsystems according to 

abort causing failures and also in determining the MCSP enhancement due to 

improvements in individual subsystem reliability.    The next step in developing 

the overall methodology is to consider reliability optimization, i.e., the tradeoff 

between levels of reliability and lifetime support cost to decrease system life 

cycle cost.   MCSP models alone are inadequate for this task since they do not 

measure the impact of subsystem reliability levels on system life cycle cost. 

Comoining reliability optimization with MCSP considerations leads to the develop- 

ment of the Designing to System Performance/Cost (DSPC) model. 

The DSPC methodology represents a new and innovative approach to system acqui- 

sition, and preliminary results indicate that this technique will provide very 

valuable information to the decision-maker.   This methodology systematically Iden- 

tifies those subsystem options which provide the highest system performance at any 



prescribed level of cost (either acquisition cost or acquisition plus lorjistic 

support cost).   The ÜSPC model  is compatible with designing to system cost, or 

performance, or both.    Once total system reliability specifications are established, 

eacn individual subsystem has a corresponding Installed reliability and cost goal 

which allows realistic and continuous evaluation and adjustment as the subsystem 

is developed to maturity. 

Along with the DSPC methodology appropriate measures of effectiveness must be 

tailored to the particular mission of Interest and related to system performance 

parameters.    In this way the methodology can provide some of the many inputs the 

decision-maker requires.    In this report two measures of effectiveness for fighter 

aircraft are presented.    In the case of air-to-ground fighters, it is shown that 

an evaluation of the effectiveness must account for the interaction of availability, 

abort probability, kill potential, and survivability; and survivability is often 

the most dominant factor.    For air-to-air fighters,  the exchange ratio (Red Aircraft 

destroyed per Blue Aircraft destroyed) is an important measure of worth, and it can 

be expressed as a function of weapon effectiveness, maneuver capability, and first 

shot probability with first shot probability being the most important parameter. 

As mentioned previously, the models and methodology can be applied at various 

stages of system development and were developed to augment established Air Force 

procedures.    One of the more important applications of the models would be in 

providing information- for the establishment of meaningful reliability requirements 

during the conceptual and validation phases.    Another Important application would 

be in employing the DSPC model during reliability validation tests.   AFR 80-5 

makes provisions for reliability evaluation tests, i.e., tests to determine reli- 

ability deficiencies rather than to demonstrate achievement of specified values. 

After identifying the reliability deficiencies in a given subsystem, there are 

various options available for taking corrective action such as redesign, use of 

higher quality components, redundancy, environmental protection, etc.   Each of 

these options will have associated with it a certain reliability improvement along 

with the cost of achieving   his improvement.    The DPSC model applied to this 

subsystem would Identify those corrective action options which would provide the 

highest performance at a prescribed cost. 

In conclusion, it is useful to review briefly the stepwise procedures and 

inputs required for implementing the OAS analytical models.    These procedures and 
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inputs are as follows: 

Specify the mission profile by phases and the subsystem operating time 

during each phase. 

Identify the mission critical subsystems and specify their MTBFs. 

From failure modes effects analysis or other data determine the condi- 

tional probability of abort given failure. 

With the above data, the mission completion success probability can be calculated 

and the subsystems ranked according to their probability of causing a mission 

abort.    In addition, a sensitivity analysis can be performed to determine the 

increase in MCSP due to Increasing the MTBF of any selected subsystem.   Even 

without cost data the above information is useful for the planner early in the 

program in identifying the most troublesome subsystems and indicating those sub- 

systems for which additional options are desired. 

When options for the various subsystems are available and the acquisition cost 

of each subsystem option is estimated, the OAS model can optimize system perfor- 

mance over acquisition cost, i.e., for any level of system acquisition cost those 

options are identified which will yield maximum performance. 

The next step is to obtain the average cost per repair for each subsystem 

option. Then the model can optimize over total system cost (acquisition plus 

logistic support cost). 

Finally, an appropriate measure of system effectiveness must be established 

and the relationship between the subsystems and system effectiveness must be 

determined.   Then the model will identify those subsystem options which yield 

maximum system effectiveness for any level of total system cost. 

The models and methodology presented herein are just one approach to providing 

the decision-maker with Important information.   These models can be extended if 

more detailed analysis is required, and it Is hoped that this methodology will 

provide some guidelines for other workers in developing and formulating models 

for their own particular applications. 

6 
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SECTION I 

INTRODUCTION 

1. GENERAL 

During the past few years, the Office of the Assistant for Study Support (OAS) 

has been engaged in a variety of analyses concerning test and evaluation and life 

cycle costs (References 1 and 2), and in the course of these analyses, various 

mathematical models were developed.   An overview of this approach to life cycle 

cost and test and evaluation analysis is presented in Reference Z. 

For convenience of reference and In the belief that the models might be of 

use to other workers in the areas of test and evaluation and life cycle costs, 

the models are presented here along with detailed methodology and examples. 

It should be noted that a complete life cycle cost model was not developed 

during the course of this study, but rather such things as subsystem reliability 

levels and logistic support cost and their impact on life cycle cost were 

analyzed.    In addition, a generalized approach for relating system effectiveness 

to system life cycle cost is developed. 

2. BACKGROUND 

a.    Operational Reliability Deficiencies.   The principal impetus in developing 

the models came from one of the major findings in the Initial study performed by 

OAS on test and evaluation analysis.    This finding concerned the generally poor 

field reliability experienced by the A-7D avionics systems.   Low operational reli- 

ability of sophisticated avionics equipment is not In Itself an unexpected revela- 

tion, but the low reliabilities in conjunction with wide discrepancies between the 

established rellability requirements for the A-7D avionics systems and their 

respective operational reliability levels does appear to be significant.   Further 

investigation showed that such discrepancies are not unique to the A-7D program 

but are also prevalent in other Air Force weapon systems. 
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b.    Impact of Reliability Deficiencies on System Effectiveness and Life Cycle 

Costs.    In probing deeper into reliability problems associated with Air Force 

avionics systems, one must examine the regulations, tests, and demonstrations 

that form the basis for Air Force acceptance and procurement of avionics systems. 

Air Force Regulation 80-5 states that "realistic and meaningful R&M characteris- 

tics and levels will be determined by cost effectiveness analysis, reflecting 

both system effectiveness and life cycle costs."   AFR 80-5 states further that 

"the establishment of minimum acceptable R&M levels must be determined on the 

basis of realistic operational needs."   Unfortunately, there has not been an 

effective technique for selecting levels of subsystem R&M which would optimize 

the total cost effectiveness of a system.    Therefore, the desired system effec- 

tiveness is not being achieved (Figure 1), mdn?! ''jffi   i m li   lif,^i i   2) are 

greatly exceeding desired levels. 

In Figure 1, the A-7D mission completion success probability (MCSP) is 

shown as a function of mean time between failure (MTBF) for the A-7D forward 

looking radar (FLR).   MCSP is a measure of overall system reliability from the 

mission success standpoint, and in the results depicted in Figure 1, the MTBFs of 

all other subsystems are held constant at their operational values while the FLR 

MTBF is varied as shown.    As shown in Figure 1, there is a wide discrepancy 

between the MCSP values corresponding to the operational MTBF and the MTBF 

requirement demonstrated by MIL-ST0-781B reliability qualification testing.    An 

exact correspondence is not to be expected between the operational MTBF and the 

laboratory demonstration because of differing environments and various other factors. 

However, one of the purposes of MIL-STD-781B testing is "facilitating the deter- 

mination of more realistic correlation factors between test reliability and 

operational reliability."   The MCSP value corresponding to the operational MTBF 

12 
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Figure 1.    Mission Completion Success Probability as a Function of MTBF 
for the A-7D Forward Looking Radar. 
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Figure 2. Logistic Support Costs as a Function of MTBF for the A-7D 
Forward Looking Radar. 
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predicted on the basis of reliability testing is also shown in Figure 1.    Not 

only do the operational and predicted MTBFs differ significantly, but in addi- 

tion, predicted system performance as measured by MCSP is not being achieved. 

In Figure 2, the 10-year logistic support costs for the A-7D FLR are shown 

as a function of FLR MTBF.   Although logistic support costs are just one part of 

total life cycle costs, for low reliability systems the logistic support cost can 

be a very significant part of total life cycle costs.    Figure 2 shows the logistic 

support costs associated with the various MTBFs of interest.   Two important points 

should be noted in Figure 2.    Firstly, low MTBF values result in inordinate 

support costs, and secondly, failure to correlate reliability test results to 

operational levels can cause logistic support costs to be underestimated by 

millions of dollars. 

3.    OVERVIEW 

In the subsequent sections, the details of the models are presented along with 

examples of their application.    It Is anticipated that these models will have a 

variety of uses as management tools in the systems acquisition process. 

The first model to be considered is the MCSP model.   An MCSP model determines 

the probability that the system completes its mission without experiencing an 

abort causing failure.    (With the proper data input and interpretation of results 

the model can also determine the probability that the system completes its mission 

with degraded effectiveness, i.e., the mission is not aborted by the failure but 

full system capability is not available.)   MCSP models are quite useful during 

test programs since they provide a continuous, single, easily comprehensible 

measure of reliability growth for the total system.    They also highlight any 

problem areas early in the program so that appropriate action can be taken.    In 

addition, the results of MCSP modeling techniques can provide the potential user 

with early Insight into the operational suitability of the system from the reli- 

ability standpoint. 

15 



MCSP models by themselves are inadequate for life cycle cost analyses since 

they do not consider the cost of reliability development/improvement, nor do they 

consider logistic support costs.    For example, it is of little value to determine 

that improving the reliability of a critical subsystem leads to dramatic enhance- 

ment of the MCSP if the cost ramifications associated with the improvement are not 

carefully considered.    It could happen that the cost of reliability improvement 

is exorbitant and exceeds any expected savings in logistic support costs.    On 

the other hand, by selecting subsystems for reliability improvement based on 

MCSP, the cost of reliability improvement, and logistic support cost considerations, 

the reliability of the total system can be improved in an optimum manner.    The 

next step in developing the methodology is to consider reliability management, 

i.e., the tradeoff between reliability development/improvement costs and logistic 

support cost savings.    Optimum reliability levels can be selected in this way. 

Combining reliability optimization with MCSP considerations leads to the 

development of the Designing to System Performance/Cost (DSPC) model.    The DSPC 

methodology represents a new and innovative approach to system acquisition, and 

preliminary results indicate that this technique will provide very valuable 

information to the decision-maker.   This methodology systematically identifies 

those subsystem options which provide the highest system performance at any 

prescribed level of cost (either acquisition cost or acquisition plus logistic 

support cost).    The DSPC model is compatible with designing to system cost, or 

performance, or both.   Once total system reliability specifications are established 

each individual subsystem has a corresponding installed reliability and cost goal 

which allows realistic and continuous evaluation and adjustment as the subsystem 

is developed to maturity. 

Two important applications of the DSPC model are in establishing reliability 

requirements and reliability testing.   The model would determine the most 

realistic reliability levels for the available funding, and would also measure 

16 



the cost consequences and impact on system performance if higher reliability 

levels are desired.    When applied at the subsystem level during reliability 

testing, the model would determine the most cost effective technique for correc- 

ting reliability deficiencies. 

Finally, a generalized approach for combining system effectiveness with the 

results of the DSPC methodology is presented.    The input data required for this 

step is a valid measure of effectiveness for the system under consideration.    As 

examples, two measures of effectiveness for fighter aircraft are developed.    In 

the case of air-to-ground fighters, it is shown that an evaluation of the effec- 

tiveness must account for the interaction of availability, abort probability, 

kill potential, and survivability; and survivability is often the most dominant 

factor.    For air-to-air fighters, the exchange ratio (Red aircraft destroyed per 

Blue aircraft destroyed) is an important measure of worth, and it can be expressed 

as a function of weapon effectiveness, maneuver capability, and first shot 

probability with first shot probability being the most important parameter. 

The Appendix Section contains descriptions and listings for the computer 

programs developed in the study. 
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SECTION II 

GENERALIZED MISSION COMPLETION SUCCESS PROBABILITY MODEL 

1. INTRODUCTION 

This section presents the development of a generalized MCSP model.    Such 

a model can be applied to any system which can be divided into mission 

critical subsystems for which mean time between failure (MTBF) data either 

exists or can be estimated, and for which a mission profile can be defined. 

OAS experience to date is only with aircraft systems.    Therefore, the examples 

and terminology presented in this report are aircraft oriented.    A digital 

computer program listing for the model is presented in Appendix A. 

2. MISSION PROFILE 

The mission profile should be typical or representative for the given 

system.    In addition, the profile should be divided into phases and the 

subsystems critical to each phase should be identified.    Figure 3 is an 

example of a close air support mission profile for the A-7D. 

3. MATHEMATICAL DEVELOPMENT 

a. Basic MCSP Model. The MCSP model is based on subsystem failures which 

follow the exponential distribution. This distribution is characterized by a 

constant failure rate which is usually a valid assumption for most of the 

subsystems of interest. Physically, a constant failure rate indicates the 

subsystem has gone through a burn-in period so that failures due to design 

deficiencies are negligible, and also subsystem components are repaired or 

replaced on a regular basis so that physical wearout does not cause the 

failure rate to increase with time. For subsystems for which the exponential 

distribution is not applicable, the mathematical formulation presented below 

remains the same with the appropriate distribution being utilized, and the 

equations changed accordingly. 
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- Engine turnup, systems checkout, 
taxi, takeoff, climbout 

2 - Letdown, penetration, radar 
navigation 

3 - Low level navigation enroute to 
target 

4 - Target acquisition, bomb releases, 
loiter in target vicinity 

5 - Depart target, low level road 
reconnaissance, search for targets 
of opportunity 

6 - Two gun firing passes 

7 - Depart target, climbout, navigation 
problem 

8 - Approach, landing, engine shutdown 

Figure 3.   A-7D Mission Profile. 

20 



It is first assumed that no subsystem is redundant.    The modifications 

required to account for redundancy are described later.    For an exponen^ally 

distributed failure pattern, the probability, P^c, that the i-th subsystem 

completes its function without a failure is given by 

NP 

Pic    •    «P,      .,     ^     ,,, 

J ■ I 

J 
(IM) 

where x. is the mean operating time between failures for the i-th subsystem, 

t^. is the time the i-th subsystem is used in the j-th phase, and N   ii the 

number of phases in the mission. 

Before proceeding further with the mathematical development of the 

MCSP model, some discussion of failure types is warranted.    This is important 

for the proper understanding of the very important concept of probability of 

abort causing failure.    The importance of this concept lies in the fact that 

not all subsystem failures cause aborts, and furthermore, not all failures 

which would normally cause an abort (depending during which phase they occurred) 

reduce mission effectiveness to zero. 

Failure types are defined according to their effect on completing the 

mission and the mission effectiveness.    Failure types are further categorized 

by the mission phase during which they occur.    Table I lists an example of the 

various failure types and their effects on mission completion and mission 

effectiveness. 

After determing the effect on the mission of various failure types, the 

next step is to determine the probability that the i-th subsystem completes its 

function without an abort causing failure.    The most convenient way to treat 
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Table I 

FAILURE TYPES AND THEIR EFFECTS ON 

MISSION COMPLETION AND MISSION EFFECTIVENESS 

TYPE EFFLOT ON MISSION MISSION EFFECTIVENESS 

Before Reduction in Safety Aborted None 

Mission 

Objective 

Phase 

Extreme Reduction 
in Capability Aborted None 

Reduction in 
Capability Completed Reduced 

Minor Malfunctions Completed Full Capability 

During Reduction in Safety Aborted Reduced 

Mission 

Objective 

Phase 

Extreme Reduction 
in Capability Completed Reduced 

Reduction in 
Capability Completed Reduced 

Minor Malfunctions Completed Full Capability 

After Reduction in Safety Completed Full Capability 

Mission 

Objective 

Phase 

Extreme Reduction 
in Capability Completed Full Capability 

Reduction in 
Capability Completed Full Capability 

Minor Malfunctions Completed Full Capability 
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this is to introduce the concept of mean operating time between abort causing 

failures.    For this discussion let i denote the mean operating time between 

failures for a certain subsystem.    This means that the various failure modes 

have been defined for that subsystem.    Suppose there are n different failure 

modes possible for the subsystem, i.e., in the determination of T each failure 

had to be classified as one of these n modes.   Let the n failure modes be 

denoted by 

1 '    2'   ' *' •    n (II-2) 

Suppose the first k failure modes are abort causing failures.    Given that a 

failure occurs, the relative frequency of occurrence of the first k failure 

modes is some number P .    This value P, is the probability of abort given a a a 

failure of the subsystem.    If the subsystem operates for time T then the 

expected number of failures is 

T 
T 

(II-3) 

Since P   is the fraction of failures causing an abort, the expected number of a 

abort causing failures is 

Pa   1 
a   T 

(11-4) 

Letting T. denote the mean operating time between abort causing failures, then 

it follows from the definition of Ta that the expected number of abort causing a 

failures is given by 

T. 
8      P.     - a   T 

(II-5) 
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From equation (II-5) the relation between r. and i is found to be 
a 

P. (II-6) 

Clearly, the value of P, is dependent upon the definition of failure used in a 

the determination of T. It also depends on how critical the subsystem is 

during the j-th phase. 

To clarify these ideas, suppose a subsystem has 6 failure modes where 

the consequence and effect on the mission for each failure mode is given in 

Table II. 

Table II 

FAILURE MODES AND THEIR EFFECT ON MISSION 

FAILURE 
MODES 

CONSEQUENCE EFFECT ON 
MISSION 

fl Extreme Reduction In Effectiveness Abort 

f2 Reduction in Safety Abort 

f3 Reduction in Safety Abort 

f4 Reduced Effectiveness Continue with 
Reduced Eff. 

f5 Reduced Effectiveness Continue with 
Reduced Eff. 

f6 Minor Repairs Required None 

Since only failure modes fi, f«, and f, cause an abort, it follows that 

Pi failure \ (II-7a) 

24 



where P j f 1. f2, f3t denotes the probability that failure mode fj or fp or 

f3 occurs. The probability of abort due to safety factors (given that the 

subsystem fails) is 

as      Ff failure (II-7b) 

The probability of reduced (or zero) effectiveness (given a failure) is 

" P^ failure I 
pr   '   —^—bl InTTSS I L     • (II-7C) 

The point to be made is that such factors as Pas and PE can be used in the same 

manner as P^ to calculate other measures, for instance, the probability of a 

completing the mission without a safety abort or the probability of completing 

the mission with maximum effectiveness. 

The failure modes, the associated failure rates, and the impact on 

mission performance can be estimated for a new subsystem design by component 

analysis, initial testing, or from Air Force Logistics Command data for similar 

systems.    As the development of the subsystem progresses these estimates can 

be updated. 

Using the concept of mean operating time between abort causing failures, 

the probability that the i-th subsystem does not cause an abort (given that the 

mission was not aborted due to other causes) is given by 

NP 
= expr^T iE vaij (II-8) 

j ■ 1 
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where P.,,. is the probability of mission abort given that the i-th subsystem 
ai j 

fails during the j-th phase.   The abort probability P .. depends upon how 
aij 

mission critical the i-th subsystem is during the j-th phase.    Since it is 

the relative frequency of failures which are abort causing failures (abort 

type failures), P .4 is also dependent upon the definition of a failure.    In 
aij 

most cases a failure is considered an abort type failure for reasons of safety 

or reduced effectiveness. 

By calculating P^ for each subsystem, the subsystems can be ranked 

according to their likelihood of aborting the mission. An example of this 

aspect of the MCSP model is presented below. 

The next item of interest is the probability P    of completing the 

«,-th phase without an abort causing failure.    (In order to reach the £-th 

phase all previous phases must have been completed without an abort causing 

failure.)   This probability is given by 

p-   ■      n    "«Pi ■ Ts    2L ValJ        • (^-9, 
C£ 

i = 1 j = 1 

where N is the total number of subsystems and %  is the mission phase of 

interest. The case * = N yields the mission completion success probability 

\ 

Mcsp =    n   Pi    , (ii-io) 
i = 1 

where P. is given by equation (11-8). 

MCSP by cumulative phases is of interest because it makes it possible 

to examine the mission up to and including any phase.    For example, in the 
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case of a single mission, abort causing failures occurring after the target 

phase do not affect mission effectiveness.   However, in the more interesting 

cases involving repeated sorties, failures occurring during all phases are 

important since they affect maintenance requirements between sorties.   An 

important measure of maintenance requirements is the probability of completing 

the mission without any subsystem failures.   This measure is obtained by 

setting all abort probabilities, P..-{, equal to unity and using equations 
ai j 

(II-8) and (11-10). 

Two other items of interest regarding MCSP are the probability, P^, 

that the 1-th subsystem causes an abort In phase j given no abort before 

phase j; and the probability. P..,-, of abort in phase j given no abort before apj 

phase j.    These probabilities are given respectively by 

Pij   s   1 " exP m- 
and (11-11) 

Papj   =   ! " exP < 

s 
t..P .. "-in 

i = 1 

Examples of applying the methodology are presented in Table III and 

Figure 4.    Table III shows the critical subsystem identification for the A-7D. 

On the left hand side, the eight A-7D subsystems with the highest failure rates 

during Category II testing are shown.    On the right hand side, the ranking of 

the eight A-7D subsystems causing the greatest number of aborts during 

Category II testing are shown.    (The number in parenthesis, 1 - P< i is the 
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probability that the subsystem will cause an abort during the mission.) An 

examination of the Table reveals that only the Forward Looking Radar (FLR) 

preserves the same ranking. Some subsystems appearing in the MTBF ranking do 

not appear in the abort ranking and vice versa. This illustrates the fact 

that MTBF alone is not a good indicator of the effect a subsystem will have 

on mission success. 

Table III 

CRITICAL SUBSYSTEM IDENTIFICATION 

MTBF RANKING 

MTBF 

ABORT RANKING 

^'i 

1. Forward Looking Radar (12 hr) 1. Forward Looking Radar (.117) 

2. Inertial Measurement 
System (31 hr) 

2. Navigation Weapon 
Delivery Computer (.064) 

3. 

4. 

Lighting 

Navigation Weapon 
Delivery Computer 

(34 hr) 

(35 hr) 

3. 

4. 

Inertial Measurement 
System 

M61 Gun 

(.056) 

(.047) 

5. 

6. 

M61 Gun 

Tactical Air 
Navigation 

(38 hr) 

(44 hr) 

5. 

6. 

Tactical Air 
Navigation 

Radar Altimeter 

(.032) 

(.032) 

7. Radar Altimeter (44 hr) 7. Head Up Display (.030) 

8. Landing Gear (64 hr) 8. Weapons Release (.027) 

The abort ranking is dependent upon the length of time the subsystem 

is used during the mission, the MTBF of the subsystem, and the conditional 

probability that the mission will be aborted given that the subsystem fails. 

Thus, in general, the abort ranking does not correspond to the MTBF ranking. 

This example Illustrates the way the MCSP model can be utilized to identify 
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those subsystems whose reliability improvement most enhances probability of 

mission completion. The next example illustrates the evaluation of those 

subsystems so identified. t 

Figure 4 shows the results of the type of sensitivity analysis that 

can be conducted using the MCSP model. Starting with the baseline system, 

the effect of improving the reliability of single subsystems or combination 

of subsystems can be analyzed. The abort ranking in the previous Table 

identified the Forward Looking Radar (FLR) and the Navigation Weapon Delivery 

Computer (NWDC) as the two A-7D subsystems having the most impact on mission 

success. Increasing the MTBF's of the NWDC and the FLR results in dramatic 

improvements in MCSP, while increasing the MTBF of relatively high reliability 

subsystems such as the engine has essentially no effect on MCSP. However, it 

does not follow that the reliability of the engine should not be improved 

since it is possible that the cost of improvement could be more than compensated 

for by the resultant savings in logistic support cost. These important considera- 

tions will be discussed later. 

The methodology presented so far can be used to analyze a large number 

of systems. In the sections below, extensions of the basic methodology which 

may be of interest in other applications are presented. 

b. Redundant Subsystems. To achieve an increase in system reliability it 

may be necessary to introduce redundant subsystems provided, of course, certain 

constraints such as weight and volume can be met. If a subsystem has redundant 

units then in the expression (11-10) for MCSP, the probability that the 

subsystem's function is performed successfully must be adjusted to account 

for redundancy. The purpose of this section is to derive the expressions for 

the successful performance of a redundant subsystem's function and also the 

associated logistic support cost resulting from redundancy. Two types of 
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Figure 4. Evaluation of Critical Subsystem Improvement. 
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redundancy will be considered. The first type is Operative Redundancy which 

will here mean that all redundant units operate simultaneously and an abort 

occurs only if all units have an abort causing failure. The second type of 

redundancy is Standby Redundancy meaning that only one unit is operating and 

a redundant unit will be switched on only when the operating unit has an abort 

causing failure. It is assumed that there are no switching failures. 

Let n denote the total number of redundant units for a subsystem, T . 

the MTBF of the i-th redundant unit, and p . the probability that a failure 
a i 

of the i-th redundant unit is an abort causing type. 

Operative Redundancy will be considered first.    If the subsystem 

function must be performed for time T during a successful mission then the 

probability that the subsystem will not cause an abort is 

m Pc{n, T)   =    1  -     n    (1 - exp(- T-^JJ       . (11-12) 

i = 11 

If all redundant units have the same characteristics (i.e., p . = p  . a 1       a 

T^ = T , i » 1, 2, ..., n) then (11-12) becomes 

R)l Pc(n, T)    =   1  - (1  - expf- -^    )}        . (11-13) 

In implementing the DSPC model described in Section IV it is important to 

know the total cost (acquisition plus logistic support costs) of n redundant 

units.    If all  units are the same then the acquisition cost for n-th order 

redundancy is 

nCa      , (11-14) 

where C. is the unit acquisition cost. Since each unit operates the same amount 
a 
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of time the logistic support cost for Operative Redundancy is 

nCs  . (11-15) 

where C is the logistic support cost for a single unit. Thus, increasing the 

reliability by going from a single subsystem to n units with Operative 

Redundancy increases total cost by a factor of n. It will be shown that this 

is not true for Standby Redundancy. 

It is now assumed that a subsystem is Standby Redundant and that all 

units have the same characteristics (i.e., each unit characterized by p,, and 
a 

i ). Let T  denote the mean time between abort type failures, i.e.. 

9 

With Standby Redundancy only one unit is operating and a redundant unit is 

switched on only when the operating unit has an abort type failure.   The 

probability that the subsystem will cause an abort will first be determined 

for the case of two units (primary and backup unit). 

The probability that the primary unit fails during the small time 

interval  (t, t + at) is the product of the probability that the unit operates 

successfully for time t multiplied by the probability it fails during the next 

time interval At, i.e., 

expf-f-   U^-     . (11-17) 
V    Tar   /( Tar 

If the primary unit fails at time t the backup unit is switched on to operate 

the remaining time T-t.    The probability that the backup unit fails during 
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time T-t is 

(■^ ■ 

1 - expf - -L^ )     . (11-18) 

Therefore, the probability that both units fail is obtained by summing 

(integrating) the product of (11-17) and (11-18) over all possible failure 

times of the primary unit.    Thus, 

', T) - /*exp(- -i-)h - exp(- I-^) | ^ 
0/ Tar ( Tar    ) rar 

1 - Pc(2. T) =  /   exp(- -M{1 - exp(- ^r^))^-     . (11-19) 

Integration of (11-19) yields 

Pc(2, T)    =   exp(- ^(1 +7L)      . (11-20) 
ar ar 

In general 

1 - Pc(j. T) =  / exp(--t-) 1 - Pc(j - l, T - t)   f1 dt 

'ar i ' ? Tar 
(11-21) 

Repeated application of (11-21) yields 

n - 1 

Pc(n. T)    =   exp(--I.)   T]  If-X.)       . (11-22) 
ar    •■■•       \ ar / 

i = 0 

In other words, Pc(n, T) is equal to P-O. T) multiplied by the first n terms 
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in the expansion of exp|^—j. Observe, 

Lim Pc(n. T) = exp/- ~-W(~-) ■ 1. (11-23) 
n -•■ « \  ar /  \ ar/ 

Probably the most common redundancy is with two units, i.e., n = 2. To calcu- 

late the logistic support cost of the backup unit it is necessary to know its 

operating time. During a successful mission the subsystem operates for time 

T; the average operating time of the second unit is 

/(T-HV); ar 

= T.v[l.exp(-i)]«^     .. (11-24) 

ividing by T, the average fraction of the total time T the «econd unit Is Di 

operating is then 

07-     • (11-25) 
ar 

Thus, the logistic support cost for the second unit can be approximated by 

T     „ 
2V   s     • 

(11-26) 

This means that the change from one unit to two units increases the subsystem 

reliability from 

Pc(l. T)   =   exp/- :— \ (II-27a) 
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to 

PC(2,T)  .  exp(. !_){, + i. )   . (II.27b) 

Furthermore, the corresponding increase in total unit cost is 

AC   -   C. + J-Cs      . (11-28) 

The increase in cost for Standby Redundancy can be considerably less than that 

with Operative Redundancy. In Section IV some of the above redundancy equations 

will be utilized in an example to show how the DSPC model will identify condi- 

tions under which redundancy is the optimal choice. 

Next to be considered is the case of two units with Standby Redundancy 

where the MTBF's of the primary and backup units are different. Letting T , 

and T - denote the mean system operating time between abort causing failures 

of the primary and backup units, respectively, the expression for P (2, T) 

becomes 

T 

^^■/H-^-i-^ 
exp UK^H-4) kr%) '■■■»' 

For n units with Standby Redundancy, all MTBF's being different, it can be 

shown that 

n  /* n - 1 
Tai   exp 

t -1/ n (Ta, - Ta.) 
j = i 
J t  i 
j = 1 al  aj 

pc(n'T) = J^T* '-JLL^      • {II-30) 



where T . denotes the mean operating time between an abort causing failure of 
ai 

the i-th redundant subsystem. 

It is instructive to illuminate some of the above ideas by means of 

a s.mple example of a subsystem which operates 3 hours during a mission, 

P. ' 0.8,  T,, = 10 hrs, C = $1M, and C ■ $3M. Table IV shows the increase in a      r        a s 

performance and cost resulting from redundancy. It also shows the advantage 

of Standby Redundancy, i.e.. Operative Redundancy is equivalent to increasing 

the subsystem MTBF from 10 hours to 55 hours with total cost increasing from 

$4M to $8M, whereas Standby Redundancy is equivalent to an MTBF of 96 hours 

at a cost of $5.4M. 

Table IV 

REDUNDANCY EXAMPLE 

NUMBER 
OF 

UNITS 

TYPE 
REDUNDANCY 

MCSP MTBF 
EQUIVALENT 

(hrs) 

ACQ. 
COST 
($M) 

15-YEAR 
LSC 
($M) 

TOTAL 
COST 
($M) 

1 None .7927 10 1 3 4 

2 Operative .9570 .55 2 6 8 

2 Standby .9754 96 2 3.4 5.4 

4. SUMMARY 

In this section the basic MCSP methodology has been presented along with 

clarifying examples and extensions of the basic model to include redundant 

subsystems. 

The MCSP model can be used to assess the reliability of the total system 

based on the reliability of the individual subsystems; rank the subsystems in 
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terrmi of the probability of abort causing failures; and determine the MCSP 

enhancement due to improvements in individual subsystem reliability. 

In the next section reliability management techniques are discussed. 

These techniques include the cost considerations that must be combined 

with the MCSP results in order to extend the methodology for applications 

to life cycle cost analyses. 
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SECTION III 

RELIABILITY MANAGEMENT 

1.  INTRODUCTION 

MCSP models are quite useful for identifying critical subsystems and also 

for determining the enhanced performance to be gained by improving the reli- 

ability of the critical subsystems. However, as mentioned previously, MCSP 

models by themselves are inadequate for life cycle cost analyses since they 

do not take into account the cost of reliability development/improvement or 

logistic support costs. For example. Figure 4 in the previous section showed 

that improving the MTBF of the engine had essentially no effect 01 MCSP. 

However, improvements in engine MTBF could significantly decrease logistic 

support costs. On the other hand, reliability improvement of the Navigation 

Weapon Delivery Computer and the Forward Looking Radar significantly improves 

MCSP, but the cost might be so prohibitive as to preclude reliability 

improvement for these subsystems. 

2. METHODOLOGY 

a. Logistic Support Cost. Logistic support costs can be conveniently 

analyzed by considering the average cost per repair on a subsystem basis. 

The average cost per repair for a given subsystem is determined by dividing 

the yearly logistic support cost by the number of subsystem failures during 

the yearly period. This data is compiled by the AFLC Air Materiel Areas and 

includes Field Maintenance Cost, Specialized Repair Activity Cost, Packing 

and Shipping Cost, Condemnation Cost, and Base Material Cost. Once the 

average cost per repair is established in this way, logistic support cost 

projections can be made for future years as shown below. (For subystems not 

in the inventory, estimates must be made based on similar subsystems of 

comparable complexity.) 
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The average yearly logistic support cost for the i-th subsystem, LSC^, 

is given by 

LSCi = (CRi)(Ri) , (III-l) 

where CfL is the average cost per repair for the i-th subsystem, and R. is 

the expected number of repairs for the i-th subsystem during the year.    The 

expected number of repairs can be expressed as 

Ri   =   r1   . (III-2) 
1 

where T. is the yearly operating time of the i-th subsystem, and T. is the 

MTBF of the i-th subsystem. 

Therefore, the average yearly logistic support cost for the i-th 

subsystem is given by 

T.. 
LSC1    =    (CtyC^)    , (III-3) 

and the logistic support cost for y years is given by 
V 

Ti LSCiy   =    {y)(CRi)(^-)    . (III-4) 

The total system logistic support cost is given by 

LSCy 
y    y|   (CR^)    , (III-5) 

i = 1 

where N is the total number of subsystems. 
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As an example, Table V shows MTBF and cost per repair data for three 

hypothetical subsystems. 

Table V 

HYPOTHETICAL SUBSYSTEM MTBF AND AVERAGE COST PER REPAIR DATA 

SUBSYSTEM MTBF (hours) AVERAGE COST PER REPAIR ($) 

A 15 100 

B 300 200 

C 475 1,000 

Assuming that the total 10-year operating time for the three subsystems is 

3 x 10   hours (fleet size = 500, average monthly operating time = 50 hours), 

the relationship between 10-year logistic support cost, MTBF, and average cost 

per repair can be presented as shown in Figure 5.    (Any other value of operating 

time would result in merely a change of scale for the ordinate and would not 

change the conclusicns.)    In Figure 5, it is immediately apparent that: 

(1) Subsystem A needs MTBF improvement.    (Even a small increase 

in MTBF will result in significant logistic support cost savings.) 

(2) Subsystem B appears satisfactory (relative to the other 

subsystems). 

(3) With Subsystem C a reduction in the cost per repair (rather 

than MTBF improvement) could lead to significant savings. 

Figure 5 shows the ramifications of reliability and cost per repair 

on logistic support costs.   Although it is obvious that the way to reduce 

logistic support cost is to improve reliability and/or reduce the cost of 

repair; when this type of analysis is applied to each subsystem it systemati- 

cally establishes priorities, indicates realistic goals, and allows for the 

proper allocation of resources. 
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Figure 5. Ten-Year Logistic Support Cost for Three Hypothetical 
Subsystems. 
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b.    Reliability Optimlzation.    Reliability optimization, i.e., the 

trade-off between levels of reliability and lifetime support cost to decrease 

system life cycle cost is a very Important adjunct to MCSP considerations. 

Reliability levels can be established during development by analyzing subsys- 

tem options and their associated costs, or by reliability improvement programs 

applied after the system becomes operational. 

A hypothetical example of reliability optimization Is shown in 

Figure 6.    In Figure 6.a, logistic support costs for a given subsystem are 

seen to decrease as a function of MTBF as shown in Figure 5.    Figure 6.b 

depicts the development or improvement costs associated with establishing 

various levels of subsystem reliability.    The life cycle cost of a subsystem 

is the sum of the acquisition costs, logistic support costs, and operating 

costs.    A cost reduction in any of these areas leads to reduced life cycle 

costs.    Reliability levels can be established either during subsystem 

development or through reliability improvement programs such that the sum of 

lifetime logistic support costs and reliability development/improvement costs 

can be minimized.    This is shown in Figure 6.c where lifetime logistic support 

costs and reliability development/improvement costs are combined as a function 

of subsystem MTBF.    Thus, reliability goals can be selected which minimize the 

sum of reliability Improvement plus logistic support costs.   This same procedure 

can be utilized in conjunction with MCSP models to reduce acquisition costs. 

This subject is addressed in Section 2-d. 

c.    Cost of Repair.    Another approach to logistic support cost reduction 

is through reducing the repair costs for certain subsystems.    Specific 

methodology cannot be developed for systematically reducing repair costs, 

and the problem must be dealt with on a subsystem by subsystem basis.    In 

general, during design and development repair considerations should be 
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Figure 6. Reliability Optimization. 
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emphasized which make equipment easily accessible for Inspection or removal. 

Also designs utilizing standardized components, tools, and test equipment* 

can significantly reduce maintenance costs.    During the B-l Mockup Review, 

297 Requests for Alteration (RFA) were developed and processed.   Of the 93 RFA 

involving maintainability, 34 focused on accessibility.   Although precise 

estimates of the potential savings from this type of preliminary maintain- 

ability assessment are not available, it Is clear that such emphasis on 

minimizing repair costs during the early stages of a program can have a 

significant Impact on lifetime logistic support costs. 

After a subsystem becomes operational and experiences very high repair 

costs, corrective action can sometimes be taken through Increased Reliability 

of Operational Systems (IROS) programs.    IROS programs attempt to pinpoint 

causes of low reliability or high repair costs and then make recommendations 

for modifying the equipment to alleviate these problems.   An excellent 

example of this can be drawn from the IROS program on the A-7D Air Data 

Computer. 

The A-7D Air Data Computer has experienced excessive logistic support 

costs due to a water Ingestion problem associated with the pitot static 

system.   Generally, when water gets into the Air Data Computer it must be 

returned to the depot for overhaul, and this Is the major contributor to the 

high logistic support cost.   A modification program is currently under way 

to correct this problem.    Figure 7 shows the estimated savings in logistic 

support costs that can be expected after the A-7D fleet Is modified.    By 

solving the water Ingestion problem, the average cost per repair for the 

Air Data Computer will be decreased significantly.    As shown in Figure 7, the 

reduction In average cost per repair Is dramatically more cost effective than 

doubling the MTBF of the unmodified subsystem.    Along with the cost per repair 
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Figure 7.    Ten-Year Logistic Support Costs as a Function of 
MTBF for the A-7D Air Data Computer. 
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reduction a 10-20 percent Increase in MTBF is expected after modification. 

d.   MCSP and Logistic Support Costs.    The previous section demonstrated 

how logistic support cost savings can be made after a system becomes operational. 

By utilizing MC3P models and analyzing logistic support costs, savings can also 

be effected during the acquisition phase of system procurement.    Section 3.b 

demonstrated that logistic support cost can be minimized if the optimum 

subsystem MTBF can be realized.   However, it is not always possible to design 

to optimum levels of reliability because of various constraints such as time 

factors, limited funding, and technological barriers.    Therefore, additional 

guidance is required in order to establish realistic reliability goals for 

each subsystem.    MCSP models provide this guidance. 

In order to obtain required system performance for the leasi; costs, 

there should be several options available for each candidate subsystem. 

Figure 8 shows a hypothetical example of subsystem reliability options.    In 

Section 3.b the reliability development/improvement graph was shown as a 

continuous curve.    Actually such graphs would consist of discrete points 

since reliability levels would be established in discrete steps rather than 

continuously.    Figure 8 shows three options which may represent the same 

subsystem modified in two cases and an entirely different subsystem performing 

the same function in the third case, or any combination thereof.   The length 

of the lines for each option represent the lower and upper limits or ranges of 

the expected MTBF of the subsystem.    With subsystem reliability options 

available, MCSP models and logistic support cost data can be used to select 

the most appropriate option for each subsystem.    This selection will not 

necessarily be the optimum as shown in Figure 6.c.    For example, it may not 

be possible to achieve the optimum MTBF for a given subsystem because of the 

constraints associated with reliability development/improvement mentioned 
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previously.   Also, if the subsystem is especially critical to successful 

completion of the mission, it may be necessary to spend money nonoptimally 

(right hand side of curve in Figure 6.c) for some subsystems in order to 

achieve the required performance (MCSP) while not improving the reliability of 

other less critical subsystems at all.    The net result is the achievement of a 

given level of performance for the least cost. 

The importance of proper reliability management cannot be overemphasized. 

Figure 9 shows the consequences of not considering required system performance 

and logistic support costs in establishing reliability goals.    Figure 9.a shows 

the mission completion success probability as a function of MTBF for the A-7D 

Navigation Weapon Delivery Computer (NWDC).    All other subsystem MTBFs have 

been held constant at Category II values.    The tick mark at the left indicates 

the MTBF of the NWDC achieved during Category II testing (35 hours).    This 

value has been improved somewhat since the A-7D has become operational, but 

it is still well below the mature system predicted level indicated by the 

second tick mark (499 hours).    However, an examination of the curve shows 

that as far as probability of mission completion (Pmc) is concerned there is 

no reason to improve the MTBF beyond about 150 hours.    The only other reason 

for high MTBF requirements would be to reduce logistic support costs.    Figure 9.b 

shows the logistic support cost (LSC) as a function of MTBF for the NWDC where 

tick marks are again used to indicate the Category II and mature system MTBFs. 

As shown on the curve, a point of diminishing returns in LSC savings is reached 

for MTBFs greater than about 200 hours.    Since Category II, the mature system 

MTBF prediction for the NWDC has been revised to 250 hours.    This is a much 

more realistic value.    Unfortunately, reliability development/improvement data 

is not available for the NWDC.    Such data would complete the analysis of the 

NWDC from the reliability management standpoint.    Even without the reliability 
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development/improvement data this example demonstrates the first principle of 

optimization in system development, i.e., don't buy or strive for reliability 

levels that are unreasonable or unrealistic. 

3.    SUMMARY 

This section has described a procedure that ensures obtaining required 

system performance levels for minimum costs.   This methodology is depicted 

graphically in Figure 10.    If the information displayed in Figure 10 is 

available for most of the mission critical subsystems (generally options will 

not be available for every subsystem), realistic goals can be established and 

options can be selected such that the required performance of the overall 

system is obtained for minimum cost.   The major limitation in this approach 

is that curves such as those displayed in Figure 10 must be examined for each 

subsystem for which they are available, and it is difficult and cumbersome to 

establish priorities.    This is particularly critical  if funds are limited. 

The next section discusses a procedure that systematically and in a step by 

step fashion selects the options that offer the biggest payoffs in terms of 

higher performance/lower costs. 
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SECTION IV 

DESIGNING TO SYSTEM PERFORMANCE/COST MODEL 

1. INTRODUCTION 

The previous sections have laid the groundwork for development of the 

Designing to System Performance/Cost (DSPC) model.    In this section the 

detailed DSPC methodology is presented along with numerical examples.   A 

digital computer program listing for the model is presented in Appendix B. 

2. STATEMENT OF THE PROBLEM 

Consider a system consisting of a certain number of mission critical 

subsystems.    For some subsystems, there are options, each characterized by an 

acquisition cost, reliability (MTBF), and average cost per repair.    The objective 

is to select one option for each subsystem such that a maximum value of MCSP is 

achieved at a cost not exceeding some prescribed limit.    (Conversely, the 

problem can be formulated in terms of achieving a prescribed value of MCSP 

for the least cost.)   Cost can be either acquisition cost only or the sum of 

acquisition costs plus logistic support costs for y years, e.g., y = 10 or 

15 year logistic support cost.    The methodology can also be applied to existing 

systems when it is desired to optimize reliability improvement programs. 

The optimization procedure developed in this chapter is very simple and 

easily implemented.   The procedure will yield a curve (such as that depicted 

in Figure 11) consisting of straight line segments connecting vertex points. 

The curve has the following properties: 

a. Each vertex point represents the maximum MCSP achievable at the 

associated cost. 

b. No combination of subsystem options will yield a point above 

the curve. 

The vertex points represent optimal decision alternatives; for each such point 
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the combination of subsystem options Is Identified which yields that optimal 

combination of MCSP and cost.    It will be shown that going from one vertex 

point to the next involves a change in only one subsystem option.    Therefore, 

in a sense, Intermediate points on the straight line connecting two consecutive 

vertex points can be realized (on a fleet basis) by equipping only a certain 

fraction of the fleet with the new option. 

3.    REQUIRED INPUTS 

The following notation is introduced to describe the inputs required to 

Implement the DSPC model  (a complete list Is given in Appendix B): 

N       =   total number of systems. 

N       B   number of mission critical subsystems. 

m       =   average number of missions per month per system. 

y       =   number of years to be considered in the calculation of 

logistic support costs. 

t.      =   operating time of i-th subsystem (1 ■ 1, 2, ..., N ) during 

one mission, i.e., duty cycle of 1-th subsystem. 

a.     =   ratio of total operating time to mission operating time. 

T.     •   IZyma.jtj    =   total y-year operating time of subsystem 1. 

P .^ =   probability that a failure of the i-th subsystem during the 
en j 

j-th mission phase will cause an abort of the mission. 

n(i) =   number of options for the i-th subsystem. 

C..    =   Cost of the j-th option for the 1-th subsystem (j = 1, 2, ..., 
' J 

n(i); 1 = 1, 2, ..., Ns). 

T. . = lower MTBf for the j-th option for the i-th subsystem. 

7.. = upper MTBF for the j-th option for the i-th subsystem. 
' J 

CR.. = average cost per repair associated with the j-th option for 

the 1-th subsystem. 
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As shown in Section II, the MCSP is a function of the duty cycle t., the 

abort probability P^, and the reliability (MTBF) of each of the Nc mission a i j s 

critical subsystems.   The performance/cost tradeoffs arise from the different 

options available for the subsystems, i.e., for a unit acquisition cost of 

C*. dollars for the j-th option of subsystem i, the subsystem will have an 

MTBF of at least T.^ hours and possibly as high as 7.., and the average cost 

per repair will be CR^.    If one option is selected for each subsystem the 

MCSP is determined, and the total y-year cost (excluding operating costs) is 

the sum of the acquisition costs plus the y-year logistic support costs of 

the subsystems.   The y-year logistic support cost for the j-th option for 

subsystem i is 

NT. 
—!-CR..    . (IV-1) 
Tij     1J 

Therefore, the total y-year cost (excluding operating costs) of the j-th option 

for subsystem i is 

rij   =   Njci4 + T|jCRij}    ■ (IV-2) 

The option«; for each subsystem can always be ordered in terms of increasing 

MTBF such that T..  , IT.., i.e., the reliability of the (j + l)st option 

is equal to or greater than that of the j-th option. This relation is assumed 

to hold for each subsystem. It also should be mentioned that to optimize with 

respect to acquisition cost only, the value of y should be set equal to zero. 

4. DESCRIPTION OF OPTIMIZATION PROCEDURE 

For clarity it is desirable to change notation slightly from that in 

Section II and to express the MCSP function in slightly different form. Let 
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i. denote the MTBF of the i-th subsystem, e.g., for i = 1, 2, ..., Ns, i.. is 

one of the values T,., j ■ 0, 1, ..., n(i). Once the MTBF of each subsystem 

Is specified then the MCSP denoted by Pmc is given by 

Ns 
pmc -    n   P,^)    , (iv-3) 

i = 1 

where P^TJ) denotes the probability that the i-th subsystem does not have an 

abort causing failure. Observe that if the value of T. is changed to T. then 

the resulting MCSP becomes 

pmc   "   p
mcl i^rrT I • (IV-4) 

Letting 

(IV-5) 

the incremental change in P     resulting from the MTBF change from T.. to T. can 

be written 

AP     = P'    - P     = P mc      mc       mc      mc A^T-.T^-I . (IV-6) 

Thus, Pm^ needs to be calculated only for the baseline system (T. = T.    for mc i        ID 

i = 1, 2, ..., N ), and any changes in P     resulting from the selection of a 

new option can be calculated easily using the above procedure. 

It is clear that the optimization problem can be formulated as a zero-one 

integer linear progranming problem, i.e., letting x,^ = 1  if the j-th option 

for subsystem i is selected and 0 otherwise, the problem is (for some 

56 



prescribed cost constraint C) to; 

Ns       n(i) 

maximize log P^   =    ^J      VJ    x^ log P^T^)      ,       (IV-7a) 

i = 1      j = 0 

subject to 

n(i) 

^     x^- = 1. i = 1, 2, ..., Ns (IV-7b) 

j - 0 

Ns       n(i) 

Y,      Z    ^J^10     • (IV"7C) 
i = 1      j = 0 

Although algorithms exist for solving such zero-one integer problems, they 

require rather complex computer programs.    A much simpler and straightforward 

optimization procedure will be developed which will yield an optimal curve 

such as that shown in Figure 11. 

To determine the starting point, it is first necessary to calculate the 

baseline MCSP and cost: 

p
mco   =      n    pl''io'     • <IV-8) 

1 ' 1 

i = 1 i = 1 
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Figure 11. Optimal DSPC Curve. 
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The next step Is to check each subsystem for the possibility of reliability 

optimization as described in Section III. This means that each subsystem must 

be checked to determine if there is an option j > 0 such that C".. 1 £1 . If 

an option with this property exists, then an MCSP greater than P  can be 

achieved at a cost less than the baseline cost since the MTBF's for the options 

are ordered, i.e., T.. + , > T... Thus, if for some subsystem i there exists 

an option j > 0 such that C.. 1^AQ*  then an adjusted baseline (with a higher 

MCSP at lower cost) is determined as follows: 

a. For each subsystem i calculate 

min  je,, I   . (IV-10) 
OiJin(i)/ 1J( 

b. Let m{i) denote the maximum (in case there are several minima) 

value of j for which C.. is a minimum. Let option m(i) be the adjusted 

baseline for subsystem i. 

c. Reject the options j = 0, 1, ..., m(i) - 1 since these all result 

in a lower MCSP at higher cost. 

The adjusted baseline for the i-th subsystem has an MTBF of T^/.J at a cost 

Cim(i)* T'ie ou^  remaining options for the i-th subsystem are 

T^. C.j.j , m(i)<j<n(i)  .        (IV-11) 

For the adjusted baseline system the new values of MCSP and cost are calculated 

in a manner analogous to that described in equations (IV-8) and (IV-9), or by 

repeated application of equation (IV-4). 

With the adjusted baseline system as the new starting point and each 

subsystem having the options defined by (IV-11), the optimization procedure 

can now be developed. 
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A procedure to be discussed first is the method of steepest slope which 

can be described as follows: 

At any vertex point the next vertex point is determined by 

selecting, among the remaining options, that option which max- 

imizes the improvement in MCSP per dollar, i.e., maximizes 

APmr 

ÄüSit • (IV-12) 

Letting k(i) denote the option for the i-th subsystem at some vertex point 

then the next vertex point is determined by finding the subsystem i and 

option j from the maximization 

max max 
1<1<N     k(i)<j<n(i) 

xi(Tik(i)' ^Ijj " 1 

Cij " Cik(i) 

(IV-13) 

Notice that the value of P     at the vertex point does not appear in (IV-13) 

since it enters only as a constant factor as shown by equation (IV-6).    Although 

the method of steepest slope works in many cases, it fails to select the optimal 

vertex point when there exists a combination of subsystems and options whose 

total incremental cost is less than the Incremental cost of the selected 

system and whose combined AP     exceeds that of the selected systems.    For 

example, suppose the selecttJ system has A cost = 10 and 

Ap
mr   "p«,.n-2 - 1)    - 0.2Pmr     . mc       mc mc 

It follows that 

4-fet   "    •02P,nc     • <IV-,4) 
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Suppose there are options for 10 other subsystems each with an incremental 

cost of 1.0 and with AP|T)C = Pmc (1.0199 - 1).    Thus, for each of the 10 

subsystems 

mt = ^0199) pmc   ' (IV-15) 

which is less than the slope given by (IV-14). However, if all 10 subsystems 

are selected their combined effect, by repeated application of equation 

(IV-6), is 

&p
m. = p

m. 0.0199
10 - 1) = .218Pmr       (IV-16) mc    mc mc 

with a total incremental cost of 10. This shows that the method of steepest 

slope does not always select the best option since there can exist a combination 

of subsystems with smaller costs yielding a better result. However, if all 

incremental costs were equal the method would work. This suggests a modifica- 

tion of the method of steepest slope which will be described in the next 

paragraph. 

Let k(i) denote the option for the i-th subsystem at some vertex point. 

For i = 1, 2, ..., N and j = k(i) + 1, ..., n(i), calculate: 

"'ij ' Cil<(1)| 

I'' Sj -('i^ikd) -Vj    •      (IV-,7c) 

The next subsystem (to be replaced) and its option is determined by selecting 

i and j such that A. . is a maximum.    The above calculations then have to be 
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repeated only for that subsystem and option which was added (all the other 

A., values remain the same), and the process is continued by selecting the 
* J 

maximum A., among the new set. 
' J 

The procedure described above is equivalent to considering a number AC.. 

of separate subsystems each costing one unit of cost and yielding a relative 

change in MCSP of 

Nr1 

These AC., pseudo-subsystems, each of 1 unit of cost, have the property that 

when all AC., are selected then the incremental change in MCSP is 
' J 

(     AC, 
AP    =  P   {(A..)  1J 
mc    mc Jv i j' 

= Pmc)MTik(i) 'V"1! (IV-18) 

and the incremental cost is AC... In other words, the selection of all AC.. 

of these pseudo-subsystems is equivalent to selecting the j-th option of 

subsystem i. It remains to be shown that this selection process is optimal 

in the sense described above in the statement of the problem. 

If the value of MCSP at a vertex point is P  and if the i-th subsystem 

with option j is chosen for the next vertex point, then the value of MCSP at 

that vertex point is 

AC . 

with an incremental cost AC..,. For an incremental cost AC i AC. • the pseudo- 

path between the two consecutive vertex points has the value 

AC 

(Aij>  Pmc = MTik(i) • T1j) Pmc  '     (IV-20) 
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It is easily shown that the value (IV-20) lies below the straight line connect- 

ing the two vertex points. Furthermore, the pseudo-path between two consecutive 

vertex points has monotonically increasing slope and has the form depicted by 

the dashed curve in Figure 12. 

Suppose the selection process leads to n ordered values of the A... Let 

these n values of A., and the corresponding incremental coits be denoted by 

A1 > A2 > ... > An   . (IV-21a) 

AC-J, AC2, ..., ACn   . (IV-21b) 

For the purpose of proving that the procedure is optimal, the assumption of 

strict inequality in (IV-21a) is justified. Assume that for some cost C there 

exists a combination of subsystem options with a total cost C and with an MCSP 

above the curve generated by the procedure (IV-17). In terms of the AC 

defined in {IV-21) the cost C can be written 

C = AC1 + AC2 + ... + ACk + r  ,      (IV-22) 

where 

0 <r £ AC. + , and k <^ n 

In other words, C lies between the costs corresponding to the k-th and 

(k + 1 )-th vertex. In Figure 13 the dashed pseudo-path leading from the k-th 

to the (k + l)-th vertex is shown. In reaching the point (on the pseudo-path) 

corresponding to cost C, the greatest C values of A were selected to yield 

the MCSP of 

AC,  AC,     AC.      r 
PCo{^)    l(x2) S..(Ak) 

K(Ak + })        ,    (IV-23) 
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where P« denotes the MCSP of the adjusted baseline system. Any other combina- 

tion of subsystem options with total cost C requires that some of its corres- 

ponding A values be different from those in (IV-23). Consequently, for any 

other combination some of the A values in (IV-23) would be replaced by smaller 

values since (IV-23) contains the C greatest A values. Thus, any other combina- 

tion of subsystem options with cost C leads to an MCSP lying not only below the 

straight line segment but also below the dashed pseudo-path. This completes 

the proof. 

This optimization procedure has been developed using the higher confidence 

reliabilities T.. rather than the upper limit 7... Once the optimum curve has 
' J ' J 

been obtained, its upper limit can be obtained by substituting 7.. for T.. in 
I J 1 J 

the appropriate equations. However, this curve is not necessarily optimal 

since the ordering and selection process for the options would in general be 

different when the optimization procedure is with respect to the 7... If a 

high risk program is to be considered, the model should be exercised in both 

ways, i.e., determine the upper limit of the optimum curve based on high 

confidence MTBFs and optimize with respect to the upper limit MTBFs. 

5. NUMERICAL EXAMPLE 

To illustrate the procedure described in the previous section it is 

instructive to carry through the calculations in detail for a specific example. 

Consider one system (N = 1) consisting of 3 subsystems (N = 3), each 

subsystem having 3 options (n(l) = n(2) = n(3) = 3). The cost to be considered 

will be the sum of acquisition costs plus 15-year logistic support costs 

(y = 15). An average of 10 missions per month (m = 10) is assumed. The duty 

cycle t.-, abort probability P ., and 15-year operating time T. for each 

subsystem is presented in Table VI. 
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Table VI 

SUBSYSTEM OPERATING CHARACTERISTICS 

SUBSYSTEM (i) t1 (hrs) Pai T. - 1800ti (hrs) 

1 3 0.2 5400 

2 0.5 1.0 900 

3 2 0.8 3600 

The subsystem options are defined in Table VII, 

Table VII 

SUBSYSTEM OPTIONS 

OPTION 0 (Base line) OPTION 1 OPTION 2 

i Ci0 Ti0 Ti0 CRiO 
Cil Til Til CR11 Ci2 Ti2 Ti2 CRi2 

1 3  10  15 .04 6 16  20 .04 15 30  36 .05 

2 1  5  8 .10 2 10  15 .20 14 25  30 .20 

3 2  8  10 .07 8 12  16 .09 20 22  30 .15 

The unit of cost assumed in this example is $10,000. Using the costs and MTBF 

values for each option given by Table VII and using the operating characteristics 

given in Table VI, the values C. • and P.J(T--) are calculated using equations 

(IV-2) and 

Pi(Ti.) = exp (^f) (IV-24) 
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Those results cire presented in Table VIII. 

Table VIII 

COST AND MISSION PERFORMANCE FOR EACH SUBSYSTEM OPTION 

OPTION 0 OPTION 1 OPTION 2   | 

i pi^io) 'iO P^u) 'il W Ü 
1 .9418 24.6 .9632 19.5 .9802 24.ol 

2 .9048 19.0 .9512 20.0 .9802 21.2 

3 .8187 
-  

33.5 .8752 35.0 .9299 44.6 

For the baseline system: 

mco n   p^tio) 
i = i 

.6976 (IV-25) 

X) üio =  77- 1      . 

i = 1 

(IV-26) 

Checking each subsystem for reliability optimization shows that Option 1 

for Subsystem 1 should replace Option 0 since it yields a higher MCSP at lower 

cost. In other words, the increase in acquisition cost in going from Option 0 

to Option 1 is more than compensated for by the savings in logistic support 

cost. Thus, the adjusted baseline system consists of Option 1 for Subsystem 1 

and Option 0 for Subsystems 2 and 3. This combination of options will be 

68 



denoted by (1, 0, 0). The MCSP and cost of the adjusted baseline system is 

p
mc ■ •6"6 till 

Cost   =    72     . 

7135 

(IV-27) 

With the adjusted baseline system established, the optimization procedure 

described by equations (IV-17) can now be applied.    Since Option 1 has been 

selected for Subsystem 1, the value of k(l) is set equal to 1.    The values 

of k(2) and k(3) are 0.   Table IX lists the values of 

A.(k(i))    =   max N} (IV-28) 

j > k(i) 

from which the optimal options can be determined. 

Table IX 

EVALUATION OF OPTIONS 

SUBSYSTEI*' i 

k(i)    =    0 k(i)    =    1              j 

^(0) NEXT ELIGIBLE 
OPTION 

^(1) NEXT ELIGIBLE 1 
OPTION 

|          1 

2 

3 

1.0513 

1.0455 

1 

1 

1.0039 

1.0253 

1.0063 

2             1 

2 

2             j 

Starting with the combination of options (1, 0, 0) the next vertex point 

is determined from Table IX by finding the maximum of x.(k(i)) where 

k(l) = 1, k(2) = k(3) = 0.    This maximum is 1.0513 which means Option 1  for 

69 



Subsystem 2 should be added to yield (1, 1, 0). The next option is determined 

from the maxinium >i(k(i)) for k(l) = k(2) » 1, k(3) = 0. This gives (1,1, 1). 

Proceeding in this manner yields the sequence 

(0, 0, 0) - (1. 0, 0) *  (1, 1, 0) - (1. 1, 1) - 

(1, 2, 1) - (1, 2, 2) ■*  (2. 2, 2)  . (IV-29) 

Using Table VIII to determine the corresponding P     and cost of each configuration 

yields the results shown in Table X. 

Table X 

OPTIMAL MCSP AND COSTS 

1 CONFIGURATION 1 Pmc 
1 (lower) 

j COST mc 
j (upper) 

| COST 

|  (o, 0, 0) .6976 ! 77.1 |  .7691 56.8 

|  (1, 0, 0) .7135 72.0 .7768 56.2 

(1.1.0) .7501 73.0 .7998 58.0 

(1, 1, 1) .8019 74.5 .8492 59.0 

(1.2,1) .8263 75.7 .8635 65.0 

(1,2,2) .8779 85.3 .9049 74.8 

(2, 2, 2) .8934  ! 89.8 .9171 80.5 

Figure 14 shows the optimal MCSP vs cost curve.   The curve corresponding to 

the upper values of MCSP is not plotted.    For this simple example, there are 

3   = 27 possible combinations of options, and for purposes of illustration all 

combinations were calculated and are plotted in Figure 14. 
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To demon'it rate the necessity of an efficient algorithm for calculdtirifj the 

optimal  MCSP vs cost curve, It is instructive to discuss the case of the A-7D. 

For this aircraft a total of 36 mission critical subsystems were identified. 

If, for example, during the planning phase there were 3 options for each 

subsystem then the total number of combinations of subsystem options would be 

336    =    1.5 x lo17      . (IV-30) 

Even if a computer required only 1 millisecond to calculate the MCSP and cost 

associated with each combination, a total  computer time of 4.8 million years 

would be required to compute all combinations. 

It is easily shown that the procedure described in this chapter requires 

at most the calculation of 

z 
1 = 1 

PÜJ  Wi) - U (Iv.31) 

values of the \i,. The ordering of these A., values then gives the optimal 

options. For the above mentioned A-7D example of 36 subsystems each having 

3 options, the maximum number of calculations of the >.. values is 

36 ^il   =    108     . (IV-32) 

It is instructive to apply the optimization procedure to the above example 

when the system is optimized with respect to acquisition costs only. The 

results of the optimization procedure lead to the following sequence of 
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configurations: 

(0. 0, 0) ■> (0, 1, 0) - (0, 1, 1) - (1, ls 1) > 

(1, 1, 2) - (1. 2, 2) - (2, 2, 2)      . (IV-33) 

The sequence of system configurations (IV-33), optimized for acquisition costs, 

differs significantly from the sequence (IV-29) which is optimal for the sum of 

acquisition and 15-year logistic support costs. Table XI shows the acquisition 

cost and MCSP for the sequence of configurations  (I\/-33). 

Table XI 

OPTIMAL MCSP AND ACQUISITION COSTS 

CONFIGURATION Pmc 
(lower) 

ACQUISITION 
COST 

(0, 0, 0) 

(0, 1, 0) 

(0. 1, 1) 

(1, 1, 1) 

(1. 1, 2) 

(1, 2, 2) 

(2, 2, 2) 

.6976 

.7334 

.7840 

.8019 

.8520 

.8779 

.8934 

6 

7 

13 

16 

28 

40 

49 

It is  instructive to investigate the consequences (in terms of total 

15-year costs) of designing a system to acquisition cost.    For this purpose 

the total   15-year costs were calculated for the configurations identified in 

Table XI.    In Figure 15 the results (encircled points) are compared with the 

curve which resulted from optimizing to total  15-year cost.    As shown in 
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Figure 15.    Comparison of Acquisition Cost Optimization with 
Total  Cost Optimization. 
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the figure, most of the encircled points lie far off the optimal curve.    This 

large discrepancy between the results for the two cases indicates the implications 

in designing to acquisition cost rather than total 15-year cost. 

To demonstrate how the optimization procedure treats redundancy options it 

is now assumed that Subsystem 3 can be redundant.    The operating characteristics 

and subsystem options defined in Tables VI and VII remain the same but Subsystem 3 

can also have redundancy with Option 0, Option 1, or Option 2.    Standby 

redundancy with two identical units (primary and backup) is assumed.    The 

optimization procedure will identify when (at what cost level) redundancy should 

be considered and also identify which option should be redundant. 

The values of the cost and mission performance parameters listed in Table 

VIII remain the same; however, the corresponding values must be calculated for 

redundancy of Option 0, Option 1, and Option 2 with Subsystem 3.    Using 

equations (11-14),  (11-20), and (11-26) these values are calculated and listed 

in Table XII. 

Table XII 

COST AND MISSION PERFORMANCE FOR STANDBY 

REDUNDANCY OPTIONS FOR SUBSYSTEM 3 

OPTION 0 
REDUNDANT 

OPTION 1 
REDUNDANT 

OPTION 2 
REDUNDANT 

VW C3R0 V^ C3R1 V^ L3R2 

.   .9825 38.7 .9919           44.8 .9975 65.4 

Starting with the baseline for Subsystem 3 (i.e., k(3) = 0) Table IX shows 

that the next eligible nonredundant option for Subsystem 3 is Option 1 with 
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xJQ) = 1.0455.    This value must be compared with corresponding A values for 

the redundancy options.    Going from Option 0 to Option OR (with redundancy) 

yields a A value of 

1.0357. (IV-34) 

Going from Option 0 to Options 1 or 2 with redundancy yields the >. values 

and 

1.0171 

1.0062 

(IV-35) 

Since all A values for the reliability options are less than A3(0) = 1.0455 

the next eligible option is Option 1 without redundancy.    After Option 1  is 

selected Table IX shows that the next eligible nonredundant option is Option 2 

with AJI) = 1.0063.    This value must be compared with the x values associated 

with going from Option 1  to redundant Option 0, 1, and 2.    These values are 

1.0322, 1.0128, and 1.0043.    Thus, the next eligible Option is Option 1 with 

redundancy.    For the redundancy options of Subsystem 3 the values correspond- 

ing to those of Table IX are given in Table XIII. 

Table XIII 

EVALUATION OF OPTIONS FOR STANDBY REDUNDANCY 

OPTIONS FOR SUBSYSTEM 3 

SUBSYSTEM i 

k(i) = 0 k(i) = 1 k(i) = 2      | 

^(0) NEXT ELIGIBLE 
OPTION 

A^l) NEXT ELIGIBLE 
OPTION 

Ai(2) NEXT ELIGIBLE | 
OPTION    | 

1 

2 

3 

1.0513 

1.0455 

1 

1 

1.0039 

1.0253 

1.0322 

2 

2 

0 + Redundancy 1.0015 

i         l 

1 + Redundancy 
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The sequence for selecting options is then 

(0, 0, 0) >  (1, 0. 0) ' (1, 1, 0) . (1, 1, 1) , (1, 1, OR) , 

(1, 2, OR) ► (2, 2, OR) -> (2, 2, 1R) . (2, 2. 2R)  .     (IV-36) 

Observe that redundancy was not selected until  late in the sequence.    The 

optimal MCSP and costs are presented in Table XIV. 

Table XIV 

OPTIMAL MCSP AND COSTS FOR STANDBY 

REDUNDANCY OPTIONS FOR SUBSYSTEM 3 

CONFIGURATION V COST 

(0, 0, 0) .6976 77.1 

(1, o, o) .7135 72.0 

(1, 1, 0) .7501 73.0 

(1. 1, 1) .8019 74.5 

(1.1. OR) .9002 78.2 

(1. 2, OR) .9277 79.2 

(2, 2, OR) .9440 83.7 

(2. 2, 1R) .9530 89.8 

(2, 2, 2R) .9584 110.4 

These results illustrate the fact that even if a subsystem can be redundant 

it does not follow that redundancy is the optimal  decision. 

6.    SUMMARY 

The DSPC methodology represents a new and innovative approach to system 

acquisition, and preliminary results indicate that this technique will  provide 
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very valuable information to the decision-maker.    The DSPC model is compatible 

with designing to system cost, or performance, or both.    Once total system 

reliability specifications are established, each individual  subsystem has a 

corresponding installed reliability and cost goal, which allows realistic 

and continuous evaluation and adjustments as the subsystem is developed to 

maturity. 

It should be pointed out that although the model has been formulated in 

terms of optimizing the performance of the total system, the methodology can 

also be profitably applied to individual subsystems.    For this case, the 

subsystem is considered as the total system and its components are considered 

as the subsystems.    Then the reliability optimization procedures are applied 

such that component reliability levels are established such that the desired 

subsystem reliability is achieved. 

As indicated above, the DSPC methodology appears to have great potential 

in the system acquisition process.    However, there are two important caveats. 

First, if the required data are not available, it will  be impossible to design 

to required levels of performance at minimum cost.    Second, assuming the 

necessary data are available, if DSPC techniques cannot be incorporated into 

system acquisition contracts, then it will  be impossible to achieve required 

levels of performance at minimum cost except on a chance basis. 

Preliminary investigations by GAS indicate that a great deal of data are 

available (especially at AFLC   Air Materiel Areas).     In some cases, rough 

estimates are necessary, but these can be refined as more emphasis is placed 

establishing and maintaining a DSPC data bank.    The means of implementing DSPC 

techniques in contractual  requirements are well beyond the scope of GAS efforts 

in life cycle cost analysis, but these means must be found if the full potential 

of the methodology is to be realized. 
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SECTION V 

DESIGNING TO SYSTEM PERFORMANCE/COST/EFFECTIVENESS 

1. INTRODUCTION 

In developing the DSPC model the objective function was mission completion 

success probability, and mission effectiveness was not considered. It was 

tacitly assumed that mission effectiveness met mission requirements. As 

shown in the previous section, the DSPC approach can be a very valuable 

management tool; but for a more complete system evaluation, mission effective- 

ness must also be considered. By combining the results of a DSPC model with 

those from the appropriate mission effectiveness model, information can be 

generated allowing the decision-maker to more effectively evaluate the system. 

This is particularly important when system configuration changes are being 

considered, or when there are competing subsystems during system development. 

This section presents a hypothetical example illustrating performance/cost/ 

effectiveness interactions. 

2. PERFORMANCE/COST/EFFECTIVENESS INTERACTIONS 

Figure 16 provides an overall viewpoint of the methodology developed in 

this study. The graphs show probability of mission completion and mission 

effectivensss as a function of life cycle costs for three configurations - a 

baseline configuration and two other configurations in which subsystems have 

been added in order to increase mission effectiveness. (Effectiveness is 

defined as some measure as to how well a system accomplishes its mission. 

For example, for weapon systems it is usually some function of weapons 

delivery accuracy or targets killed, while for transport aircraft it would 

generally depend on amount of cargo delivered.) 
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For a given system configuration a major way of improving effectiveness 

is by improving performance, i.e., subsystem reliabilities.    Assuming that 

optimum subsystem reliability levels have already been established (reliability 

improvement costs = logistic support cost savings), additional  reliability 

improvement can only be achieved with additional  reliability improvement cost 

and hence, increased life cycle costs.    In Figure 16, the increase in P 

due to the reliability improvement is translated into increased mission 

effectiveness since P     is one of the principal parameters in determining 

mission effectiveness.    (Reliability improvement also increases system 

availability which is another principle parameter in determining mission 

effectiveness.)    Mission effectiveness can also be improved by adding on other 

subsystems, for example, adding subsystems which improve weapon delivery accuracy, 

As shown in Figure 16-a, additional subsystems increase life cycle costs 

(additional acquisition costs plus increased logistic support costs) and 

decrease system performance (overall system reliability is lowered).    However, 

these detrimental effects may be offset by increases in mission effectiveness. 

This is shown on the Configuration 1 curves in Figure 16-b.    On the other 

mission effectiveness below the baseline level as shown in the Configuration 2 

curves in Figure 16-b. 

This type of analysis makes it possible for a decision-maker to readily 

evaluate his options.    For example, in Figure 16-b if available funds are 

less then C,, then the baseline configuration is the only option.    If 

additional funds are available, Configuration 1 is the preferred option 

while Configuration 2 is never in contention. 

In the next section examples of two measures of effectiveness for fighter 

aircraft are presented. 
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SECTION VI 

MEASURES OF EFFECTIVENESS FOR FIGHTER AIRCRAFT 

1.    INTRODUCTION 

Previous sections have developed performance/cost relationships, and the 

last section presented an overview of analyzing performance/cost/effectiveness 

interactions.    It is not possible to develop generalized relationships between 

performance/cost and effectiveness since effectiveness depends on parcicular 

systems and particular missions.    Because of this dependence on particular 

systems and missions, it is sometimes quite difficult to develop valid 

measures of effectiveness for given systems and missions.    Each system-mission 

combination must be examined, and the system and mission parameters scrutinized 

to see if meaningful measures of effectiveness can be developed.    In this 

section two measures of effectiveness for fighter aircraft are developed. 

These measures appear to have great potential in fighter aircraft evaluations. 

2.    AIR-TO-GROUND FIGHTERS (TARGETS KILLED) 

a.    Characteristic Effectiveness Parameters.    The utility of a tactical 

interdiction aircraft is dependent upon the following: 

(1) Availability. 

(2) Probability of reaching target without a critical 

subsystem aborting the mission, 

(3) Kill potential (e.g., number of targets destroyed 

per successful sortie). 

(4) Probability of survival. 

The availability of an aircraft depends upon the frequency of repairs and 

the average repair time (time to restore).   The probability of no abort is 

dependent upon the number, complexity, and reliability of the mission 
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critical subsystems.    The kill  potential  depenrh upon the number dnd 

type of weapon carried, acquisition probability, delivery accuracy, 

and target type.    Survival probability is dependent upon the strength 

and type of enemy defenses and such aircraft characteristics as ECM, 

radar cross section, IR signature, armor,  and other protective measures. 

The worth of an aircraft cannot be assessed by considering any one 

of the above factors individually.    All of the factors must be considered 

simultaneously to account for thtir interaction.    In this section measures 

of effectiveness of an aircraft are developed which quantitatively account 

for the interaction of the characteristic effectiveness parameters. 

For most mission types, an aircraft will be sent on repeated sorties 

provided it survives;   thus, any valid measure of effectiveness must account 

for the cumulative effect of repeated sorties.    It is also clear,  and 

will be shown quantitatively,  that survivability is of the utmost importance 

since it determines the average numbor of sorties an aircraft can complete. 

If a particular scenario is specified, then for a given aircraft 

the characteristic effectiveness parameters serve to characterize that 

aircraft and scenario.    Since actual scenarios change sortie by sortie, 

the determination of aircraft performance over repeated sorties requires 

that the characteristic parameters be specified for each sortie.    Such 

a detailed specification would introduce a high level of arbitrariness 

leading to an unsuitable measure of a system's worth.    However, to obtain 

a .measure (not a predictor) of the effectiveness of an aircraft in a 

given scenario it seems reasonable to keep the scenario fixed (fixed 

characteriji; i: parameters) and to determine the cumulative effectiveness 

if the aircraft flies repeated sorties  (when it survives)  in that fixed 

sccrnario.    This is the basic idea underlying the measures of effectiveness 

uevaloped in this section. 
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The first measure developed is the expected number of targets destroyed 

if the aircraft flies up to S sorties in a fixed scenario, i.e.,  aircraft 

flies  repeated sorties (up to a maximum of S)  if it survives.    The next 

measure is the lifetime targets destroyed, i.e., aircraft flies repeated 

sorties as  long as it survives.    However, the expected number of targets 

destroyed during the lifetime of an aircraft may not be the prime measure 

of effectiveness since there are situations in which it is more important 

to Know the effectiveness  of an aircraft over, for instance, a 10 or 

20 day period.    The final measure of effectiveness developed is the expected 

number of targets destroyed as a function of time, which yields targets 

destroyed over any prescribed time period. 

Although the discussion is in terms of tactical interdiction aircraft, 

the kill potential can be redefined (for example, in terms of cargo tonnage 

delivered or enemy aircraft destroyed)  to account for airlift, counterair, 

or other type aircraft. 

b.    Lifef'me Destruction.    The definitions listed below will  facilitate 

the mathematical developments contained in this section. 

Pi    = Probability aircraft survives to release its weapons on target, 

P 2   = Probability aircraft survives return trip after weapons are 

released. 

P       = Probability aircraft reaches target and releases weapons 
Km 

without an abort causing failure given that it survives. 

P       s Probability aircraft aborts before releasing weapons and 

survives the return  trip. 

p        = "Kill Potential" = expected number of targets destroyed 

after aircraft reaches the target area. 

P       = Single sortie survival probability. 
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S       = Number of sorties aircraft flies (if  it survives). 

T(S)  = Expected number of targets destroyed after S sorties. 

L,      = Expected number of targets destroyed during the "lifetime" 

of the aircraft,  i.e., S ■* ». 

For a single sortie, the expected number of targets destroyed by an 

aircraft is 

TO)    •   PPCPS1 (VI-1) 

The main problem in this section is to determine the expected number of 

tarnets destroyed if the aircraft flies a maximum of S sorties (if it 

survives).    The time required to complete S sorties is treated in the next 

section.    The probability P. that the aircraft starts its i-th sortie 

(i ^ S)  is equivalent to the probability it survives the first i-1  sorties. 

Therefore, 

Pi =|PslPcPs2 + P
Sa|1"l = Pr1' (i = 1'2'---S)'    (VI-2) 

where P    denotes the single sortie survival probability.    The expected damage 

from the i-ch sortie is 

VPcpsl    -   Pj'^cPsl • (VI-3) 

Therefore,  it follows that the expected number of targets destroyed after S 

sorties  is 

S 

T(S)  =   £   PrPcPsl 

1 = 1 
S ll      P Sf 

cP.P..    Y,   'I''    -    cPcPsl     l-TF-      • (VI-4) crsl 
1 = 1 
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Letting S ' - in equation (VI-4) it follows that  the expected number of 

targets destroyed during the lifetime of the aircraft is 

pPcPsl 

Of course, if for any reason there is an upper limit to the number of sorties 

the aircraft would fly, then this number should be used in equation (VI-4) 

to determine the expected damage during the useful  lifetime of the aircraft. 

The expression (VI-5) for lifetime destruction was derived under the 

assumptions that the aircraft flies repeated sorties as  long as it survives 

and that the scenario remains  the same for each sortie.    It is important to 

point out that this measure of effectiveness has another interpretation. 

Suppose N(N =  1, 2, 3,   ...) aircraft each fly one sortie where the parameters 

p, P , P ,,  and P    are the same for each aircraft.    The expected number of 

targets destroyed by the N aircraft is 

NpPcPsl     . (VI-6) 

The expected number of aircraft lost is 

N(l  - Ps)     . (VI-7) 

The ratio of the quantities (VI-6} and (VI-7) yields a measure of targets 

destroyed per aircraft lost (exchange ratio) equal to 

DpcPsl rf-r . (vi-8) 

which is independent of the number of aircraft.    This exchange ratio is 

identical  to expression (VI-5)  for lifetime targets killed. 
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The expected number of sorties completed during the lifetime of an 

aircraft is 

<S>=  ^2  jPs
J(l  - Ps)  = 14T-    . (VI-9) 

j = 1 

Tin's Measure is further discussed in the examples in Section VI-2d. 

Although the measures (VI-4) and (VI-5) are useful indicators of the 

effectiveness of an aircraft, they do not reflect the time rate of damage. 

This is the subject of the next section. 

c.    Targets Killed as Function of Time.    Equation (VI-4) gives the expected 

number of targets destroyed after S sorties.    However, in evaluating the 

effectiveness of an aircraft,  it is also essential to determine the expected 

time required for the S sorties.    This time depends, vOf courso,  upon the 

mission time T    and also upon the time required to make repairs. 

If the aircraft completes S sorties then the expected number of repairs  is 

(VI-10) 

where  T   is the MTBF of the total  aircraft system. 

Therefore,  the expected total repair time is 

51 mV 
(VI-11) 

Ts      ' 

where t is the mean time to restore. If Lt  denotes the average time for 

normal service actions, e.g., refuel and reload, then the expected time to 
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complete S sorties is 

t{s) T    +  TA + At 
m       T 

(VI-12) 

If the service actions can be performed while repairs are being made, 

tuen At in equation (VI-12) should be replaced by 

mm 
T t 

At  - —   ,   0 (VI-13) 

The Reliability Engineering Handbook, (Reference 4). defines avail- 

ability as 

A = 
1 

i + J: 

(VI-14) 

From this  i t follows that 

i-] (VI-15) 

Therefore, equation (VI-12) becomes 

t(s) = S IH- (VI-16) 

Equations (VI-4) and (VI-16) provide the expected number of targets destroyed 

as a function of time. 

In the following section, examples will be given to show how the individual 

characteristic parameters associated with an aircraft interact in determining 

the effectiveness of an aircraft. 
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d.    Examples. 

a.    Lifetime Sorties. 

Figure 17 shows the expected number of sorties completed during 

the lifetime of an aircraft as a function of survival probability.    Since the 

lifetime targets killed T,, is a constant factor multiplied by life-time 

sorties,  the curve for "L has the same shape as the curve in Figure  17.    Of 

course,  the curve cannot be extended indefinitely since there is an upper 

limit based upon the service life of the aircraft or other such factors. 

Several  conclusions are apparent: 

(1) Conditions resulting in survival probabilities below 

.95 are probably unacceptable in most cases since lifetime sorties is 

less than  19. 

(2) Small  improvements in survival probability in the region 

P    -   .98 result in a small  increase in lifetime sorties.    However,  in 

the region of high Pr  (e.g., P    •  .98)  any small   increase in P    results 

in a dramatic increase in  lifetime sorties.     For example,  the small  increase 

in P   from .99 to .995 more than doubles the number of lifetime sorties 

(from 99 to  199). 

(3) Survival probability can be, by far,  the most dominant 

factor in determining the effectiveness of aircraft. 

To appreciate the magnitude of the numbers involved,  it is 

instructive to consider a historical but recent engagement in a severe 

environment where U.S.   aircraft flew 1000 sorties against heavily defended 

targets.    During this period, 26 U.S.  aircraft were lost.    The survival 

probability in this case was P   = 0.974 which is on the low part of the 

curve in Figure 17.    Under such conditions the average number of sorties 

oer aircraft is only 37.5. 
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Figure 17.    Lifetime Sorties as a Function of Survival  Probability. 
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One obvious means to increase survivdl probability is to reduce 

the enemy's defenses (gain air superiority).    Survival probability can 

also be improved by designing the aircraft to reduce the probability of 

hit (e.g., ECM or reducing radar cross section and IR signature) and to 

reduce the probability of kill  given the aircraft is hit (e.g., armor, 

foam in fuel  tanks).    As shown above, any improvements in aircraft sur- 

vivability significantly enhances mission effectiveness, 

b.    Comparing Aircraft. 

Table XV shows the effectiveness parameters associated with 5 

hypothetical  aircraft labeled A, B, C,  D, and E.    Although each parameter 

is important in the evaluation of an aircraft,  it appears  impossible to 

rank the 5 aircraft by studying the table.    The table does show that 

aircraft A has the best kill potential, B has the highest probability 

of reaching the target without an abort, C has the highest survival probability, 

and D has the highest availability. 

Table XV 

EFFECTIVENESS PARAMETERS  FOR  FIVE AIRCRAFT 

EFFECTIVENESS PARAMETERS AIRCRAFT TYPE 

A B C D E 

Kill Potential  (e.g., targets 2.5 1.8 .80       2.0 2.1 
killed per successful sortie) 

P    (Probability of reaching .90 .93 .90 .82 .85 
target without an abort) 

P    (Survival Probability) 

A (Availability) 

Mission Time (hr) 

Service Time (hr) 

.970 .990 .999 .980 .995 

.85 .87 .83 .90 .83 

2 2 2 2 2 

.5 .5 .5 .5 .5 
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Usincj the parameters listed  in Table XV together with equations 

(VI-4) and (VI-16),  the expected number of targets destroyed as a function 

of time can bo calculated for each aircraft.    The results in Figure 18 are 

based upon continuous operation, i.e., aircraft is  launched as soon as it 

is ready.    Although aircraft E does not dominate the others in any of the 

effectiveness parameters, when all parameters are integrated aircraft E is 

superior to the others (E and A are about equal in the beginning) at least 

for time less  than 50 hours  (about 25 missions).    The lifetime targets 

üestroyed by each aircraft indicates where the curves finally level off, 

The lifetime targets destroyed (LTD) by each aircraft are: 

LTD = 73 

LTD = 166 

LTD = 719 

LTD = 80 

LTD = 355 

This indicates that C might be better than E since its curve will eventually 

rise above the targets destroyed curve of aircraft E.    Figure 19 shows targets 

destroyed by C, E,  and B as a function of time when time is carried out to 

2500 hours (about 859 missions).    Although aircraft C and E are the only two 

competitors, aircraft B is shown merely to demonstrate that its low surviv- 

ability causes  its curve fo level off early at a LTD of 166.    Figure 19 shows 

that E is substantially better than C for times less than 1830 hours  (629 

missions).    For times greater than this the higher survivability of C more 

than compensates for its lower kill potential and C is better than E.    The 
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Figure 19.    Destruction as a Function of Time for Aircraft B, C, and E, 
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The analysis shows that E is better than aircraft A, B, and D.    However, the 

selection between C (with a higher LTD) and E is dependent upon the preference 

of the decision-maker, i.e., whether short term or long term performance is 

of prime interest. 

3.    AIR-TO-AIR FIGHTERS  (IMPORTANCE OF FIRST SHOT) 

It is particularly interesting to apply some of the ideas of the previous 

section to air-to-air engagements between fighter aircraft.    It is intuitively 

clear that the probability of maneuvering into position to fire the first shot 

is  dn important factor in determining the effectiveness of a fighter aircraft. 

This   is due to the fact that the first shot probability has a strong influence 

on both the kill potential  and the survival probability of the fighter.    The 

tools developed in the previous sections provide a means to show quantitatively 

the influence of first shot probability on the exchange ratio (i.e.. Red 

fighters destroyed per Blue fighter destroyed).    This exchange ratio can 

also be interpreted as the expected number of enemy fighters destroyed during 

the  lifetime of a Blue fighter.    The first air-to-air scenario is described 

in the next paragraph. 

In an air-to-air engagement between a Blue and a Red fighter, the 

probability that the Blue fighter fires the first shot is denoted by P,. 

This first shot probability is a function of acquisition and tracking 

capabilities, speed, maneuverability, and pilot skills.    The fighter firing 

the first shot releases  its air-to-air weapons destroying the other fighter 

with a certain probability (Pj.   for Blue weapons, P.     for Red weapons).    If 

the attacked fighter is destroyed the engagement is finished; however, for 

this first scenario it is assumed that if the attacked fighter is not des- 

troyed it maneuvers into position to launch its weapons against the other 
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aircraft (this assumption will  be modified later).    The engagement is then 

finished with each fighter getting at most one pass.    Although multiple 

passes could easily be considered,  it requires additional  assumptions and 

contributes little to the understanding of the problem (especially if both 

fighters are assumed to have highly effective air-to-air weapons). 

The first quantity to be derived is the probability that the Blue 

fighter destroys the Red fighter in a given engagement.    This  is the fighter 

kill  potential;  it is equal to the probability that the Blue fighter fires 

the first shot and destroys the Red fighter plus the probability that 

the Red fighter fires the first shot and misses the Blue fighter and the 

Blue fighter then destroys  the Red fighter.    Thus, 

P    -   F^,, * (1 - P,)(l - Ptr)Pkb 

"!■ 

= hh\] -V1 ~!)^   - {VM7) 

where P, denotes the first shot probability of the Blue fighter,  P., 

is the kill probability of the weapons of the Blue fighter,  and P,     is 
K i 

the kill probability of Red weapons. 

The next expression to be derived is the single engagement survival 

probability Ps of the Blue fighter.    The Red fighter will be prevented from 

launching its weapons only if the Blue fighter gets the first shot and 

destroys the Red fighter.    Therefore,  the probability that Red attacks 

the Blue fighter is 

1  - P^    • (VI-18) 
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Tiic survivol probability i'> then 

ps = ' ■ •'kr«1 - Vkb'  •      C'-19) 

From equations (VI-17) and (VI-19) It follows that the exchange ratio Is 

given by 

,       .   -kbV-|,kr<'-|,l)| ER   ■   THrp- ■   pkb jj rft-  i—"    . (VI-20) 

Figure 20 Is presented to illustrate the strong influence of first shot 

probability on both the probability of survival of the Blue fighter and the 

probability of survival of the Red fighter.    In this example the effectiveness 

of Red and Blue weapons is assumed to be equal, I.e., Pj.   = P.    - 0.9. 

Although weapons are equally effective, the first shot capability of Blue can 

cause the survival probability to vary from 0.10 to 0.91 and the kill prob- 

ability against the Red fighter to vary from 0.09 to 0.90. 

Figure 21 Incorporates both the kill potential and survival probability 

to show the dependence of the exchange ratio upon the first shot capaLility. 

Two cases are presented corresponding to Red weapon effectiveness of 

Pkr » 0.6 and P.    = 0.9.    For each case the exchange ratio is plotted for 

Pkb = ^ an^ ^kb = ®'^'    ^evera^ conclusions are apparent: 

(1) Effective Blue weapons and a high first shot capability are 

both necessary for achievement of a high exchange ratio for Blue. 

(2) Even when Pkb = 0.9 and Pkr - 0.6 a first shot probability 

below P, ■ 0.22 results in an exchange ratio below 1.0, i.e., the advantage 

of a superior weapon can be nullified by a poor first shot capability. 
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Figure 20. The Effect of First Shot Probability on 
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(3)    The disadvantage of a poor weapon (e.g., P..   = 0.6 and 

P.    ■ 0.9) can sometimes be more than compensated for by a high first shot 

capability. 

In the previous scenario It was assumed that whenever the fighter firing 

the first shot missed, the other fighter then maneuvered Into position to 

fire Its weapons.   However, a fighter may fire the first shot and miss but 

still have the capability to outmaneuver the other fighter thereby avoiding 

being fired upon.    To account for this, the following probabilities are 

introduced: 

P .  = Probability Blue fighter avoids being fired upon whenever it 

fires first shot and misses. 

P     ■ Probability Red fighter avoids being fired upon whenever it 

fires first shot and misses. 

The probaoility that the Red fighter is destroyed becomes 

o'Pkb{P, Ml -?,)(! -P^HI-PJ}     • (VI-21) 

The probability that the Blue fighter is destroyed is 

' - PS • Pid - PicHl - P^Pkr Ml - W 

-"krl1 -pl(pkbt,,»t- Vkb'}      • I«-22' 

From equations (VI-21) and (VI-22) it follows that the exchange ratio is 

ER ^{! - pi(pkb+ fs - TO \— •       (VI'23) 

For P^ = Pmr = 0, equation (VI-23) reduces to equation (VI-20). 
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The most favorable case for Blue is when P ,   ■ 1 and P     ■ 0; the most 

unfavorable case is P .   = 0 and P     = 1.    Using these extreme cases, the 

bounds for the exchange ratio are shown in Figure 22.    The solid curves are 

identical to those in Figure 21, i.e., P^ s Pmr ■ 0.    As seen by comparing 

the solid and lower curves in the Figures, if Red can outmaneuver Blue after 

getting first shot but Blue does not have this capability (P^ ■ 0, Pmr ■ 1) 

this has little effect on the exchange ratio since it has no effect on 

Blue's survival probability.    However, if ?„,(, = 1 and P     = 0, Blue can 

improve its survival probability, and hence the exchange ratio is improved 

significantly if the first shot probability is high; furthermore, the lower 

the value of P^ the greater the importance of the capability of Blue being 

able to outnaneuver Red after firing the first shot. 

4.    CONCLUSIONS 

(1) An evaluation of the effectiveness of an aircraft must 

account for the interaction of availability, abort probability, kill potential, 

and survivability.    Individually, these characteristic parameters do not 

determine the worth of an aircraft. 

(2) Any valid measure of effectiveness must also account for 

the cumulative effect of repeated sorties. 

(3) The measures of effectiveness developed here provide a 

simple means of integrating the characteristic effectiveness parameters to 

determine the cumulative damage accrued by repeated sorties. 

(4) Survival probability can be the most dominant factor in 

determining the lifetime effectiveness of an aircraft.    For example, a S% 

increase in kill potential  results in a 5% increase in lifetime damage; 

however, a S% increase in survival probability, say from P,. = .95 to s 

P. ■ .9975, results in a 2100% increase in targets destroyed during the 

lifetime of the aircraft. 
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5 ■- 

PL 
3 0.6 kr 

Pkb = 0-9 

•25      .50       .75 

First Shot Probability 

ic r Exchange 
Ratio 

10 •- 

5  • 

Pkr - 0.6 

Pkb - 0.6 

/ 

/ 

•25       .50      .75     1.0 

First Shot Probability 

Figure 22. Importance of Maneuverability after 
First Shot (Pkr = 0.6), 
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(5) Since survivability is of ouch qredt importance if. wamints 

special emphasis duriny design and testing.    Survival probability is an 

extremely important factor in comparing two aircraft; for instance, one 

aircraft may have a poorer weapon delivery accuracy and yet be far superior 

because of higher survivability. 

(6) In the case of air-to-air fighter aircraft the exchange 

ratio (Red aircraft destroyed per Blue aircraft destroyed) is an important 

measure of worth. 

(7) The exchange ratio for air-to-air fighter aircraft can be 

expressed as a function of three fundamental parameters:   weapon effectiveness, 

first shot probability, and the capability to maneuver away (avoid being 

fired upon) after firing first shot and missing. 

(8) The most important parameter affecting the exchange ratio is 

the first shot probability.   The advantage of a superior weapon can be 

nullified by a poor first shot capability; and, conversely, the disadvantage 

of an inferior weapon can sometimes be compensated for by a good first shot 

capability. 

5.    MULTI-ROLE, MULTI-MISSION CAPABILITY 

The measures of effectiveness discussed above provide very useful tools 

for evaluating different candidate systems to be used in performing the same 

missions.    However, when the systems under consideration have a multi-role 

or mission capability, a more elaborate means of evaluating the effectiveness 

of each system must be used.    For example, when evaluating two systems which 

can perform both the air-to-air and air-to-ground missions, some means must be 

devised to allow the tradeoff to be made by evaluating the system's effectiveness 

under both roles.    Unless one system clearly dominates the other in both roles, 
/ 

some measure of effectiveness must be used which allows their effectiveness to 
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be evaluated in conjunction with their ability to complement the existing base 

force and its capabilities in performing the air-to-air and air-to-ground 

missions.    That is, the current base force may be weak in the air-to-air 

capability and thus the addition of the superior air-to-air system would be 

preferred.    On the other hand, by adding a better air-to-ground system to a 

force which lacks this capability, it may be possible to allow better utiliza- 

tion of an existing air-to-air capability which was previously needed in the 

air-to-ground role. 

6.    SUMMARY 

Two measures of effectiveness for fighter aircraft have been presented. 

In the case of air-to-ground fighters, it was shown that an evaluation of the 

effectiveness must account for the interaction of availability, abort probability, 

kill potential, and survivability; and survivability is often the most dominant 

factor.    For air-to-air fighters the exchange ratio (Red aircraft destroyed 

per Blue aircraft destroyed) is an important measure of worth, and it can be 

expressed as a function of weapon effectiveness, maneuver capability, and 

first shot probability with first shot probability being the most important 

parameter. 
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SECTION VII 

SUMMARY 

In summary, Figure 23 presents a progression of the new and innovative 

approach for obtaining higher operational reliability levels using the models and 

methodology developed in this study. 

Each block represents a necessary step in the process, and continuous feed- 

back and iteration is required to realize the full potential of the approach. 

The feedback loop extends from any one block to any preceding block.    By estab- 

lishing this sequence with the appropriate feedback and iteration, requirements 

and achievable operational levels can be kept compatible. 

Starting with the requirements and proceeding to reliability testing must 

involve a great deal more than MIL-STD-781B demonstrations.    If Initial Operational 

Test and Evaluation (lOT&E) results are not available, then the equipment should 

be stressed in the laboratory in such a way as to uncover as many reliability 

deficiencies as possible.    If test results indicate that the equipment in its 

original configuration will not meet operational requirements, then the requirements 

can either be adjusted or reliability improvement programs can be undertaken.   The 

MCSP model is then used to evaluate the original configuration by identifying the 

critical components and determining the effect of critical component improvement 

on overall system reliability.    The next step is to determine realistic funding 

levels for the reliability improvement program.   This is accomplished with a 

reliability management program In which reliability options and logistic support 

costs are considered. 

With this data the DSPC model can be implemented.   This methodology systemati- 

cally Identifies those subsystem options which provide the highest system perfor- 

mance at any prescribed level of cost.   Along with the DSPC methodology appropriate 
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Figure 23.    Implementing the Methodology to Achieve 
Higher Operational Reliability Levels. 
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measures of effectiveness must be tailored to the particular mission of interest 

and related to the system performance parameters. 

Two measures of effectiveness for fighter aircraft have been presented.    In 

the case of air-to-ground fighters, it was shown that an evaluation of the effec- 

tiveness must account for the interaction of availability, abort probability, 

kill potential, and survivability; and survivability is often the most dominant 

factor.    For air-to-air fighters, the exchange ratio (Red aircraft destroyed per 

Blue aircraft destroyed) is an important measure of worth, and it can be expressed 

as a function of weapon effectiveness, maneuver capability, and first shot 

probability with first shot probability being the most important parameter. 
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APPENDIX A 

MISSION COMPLETION SUCCESS PROBABILITY (MCSP) COMPUTER PROGRAM 

1.    DEFINITIONS OF INPUTS 

NSSYS = Total number of subsystems (NSSVS < 50).   Each subsystem is 

identified by number and name. 

NPHASES        s Number of mission phases (NPHASES < 20). 

T0(i, j)       = Operating Time of i-th subsystem during j-th mission phase 

(i = 1, 2, .... NSSYS; j = 1, 2, .... NPHASES). 

PA(i, j)       = Conditional probability of mission abort given that the i-th 

subsystem has a failure during the j-th mission phase 

(1-1,2 NSSYS; j = 1, 2 NPHASES). 

ir;Dl(i) = Indicator equal to 0 or 1.    If INDl(i) ■ 0 then the baseline 

for the i-th subsystem is nonredt'ndant.    If INDl{i) ■ 1 then 

the baseline for the i-th subsystäii is redundant. 

F(i, 1) = When INDl(i) = 0, this parameter is required to denote the 

mean operating time between failure of subsystem i. 

NR(i, 1)       = When INDl(i) ■ 1, this parameter is required to denote the 

number of redundant units for subsystem i (NR(i, 1) i 5). 

R(i, 1) = When INDl(i) = 1, this parameter is defined as 0 or 1.    If 

R(i, 1) = 0 then the redundancy for subsystem i is operative. 

If R(i, 1) = 1 then the redundancy is standby. 

FR(i, 1, k) = When INDl(i) = 1, this parameter denotes the mean operating 

time between failure of the k-th redundant subsystem of 

subsystem i (k = 1, 2, .... NR{i, 1)). 
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IND 2     - Indicator equal to 0 or 1. If IND 2 = 1 then the subsystems 

will be ranked according to their probability of causing an 

abort. 

IND 3    t  Indicator equal to 0 or 1. If IND 3 = 1 then a sensitivity 

analysis will be performed for improvement of a selected 

nonredundant subsystem. 

IS      s When IND 3 s 1, this identifies the number of the nonredundant 

subsystem whose MTBF is to be Incremented. 

DELTA    i When IND 3 = 1, this denotes the size of the MTBF increment 

for subsystem S. 

XLIMIT    s When IND 3 = 1, this denotes the upper limit of the MTBF 

Increment for subsystem S. 

2. OUTPUTS OF THE MCSP MODEL 

The model calculates the probability of mission completion without an 

abort causing failjre of a subsystem. If IND 2 = 1 then the subsystems will 

be ranked according to the probability of an abort causing failure of each 

subsystem. If IND 3 ■ 1 then the mean operating time between failure of one 

nonredundant subsystem will be incremented and the corresponding values of 

MCSP will be calculated. To perform a sensitivity analysis on a redundant 

subsystem the model could be exercised repeatedly making the appropriate 

changes in the F(i, 1, k) for each case. It should be mentioned that in 

the case of standby redundancy of a subsystem the corresponding MTBFs 

(FR(1, 1, k), k ■ 1, 2, .... NR(1, 1)) must be Input as either all equal or 

all unequal. 

3. MCSP CARD INPUTS 

The card inputs to the MCSP model are identical to those for the DSPC 

model (described in Appendix 8} with a few exceptions. 
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There are fewer arrays to be Input, with several having a constant rather 

than variable dimension.    The same DSPC rules for array input hold for these 

arrays with the appropriate dimension set to 1. 

There is an extra "array" to be Input to this program.    The mnemonic is 

IND and the fields are: 

FIELD VALUE OF 

1 IND 2 

2 IND 3 

3 IS 

4 DELTA 

5 XLIMIT 
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4 - MCSP PROGRAM LISTING 

PROGPAM  MCSP<INPUT«0UTPMT«TaPE60«INPUT» 

PROrtRSM  MCSP(INPUT.Ot)TPUTtTAPE60«INPUT) 

IMPUT   TMF   APPAVS 

CALL   INPUT 

NO«  FXECUTE   THE  MAIN  BOOV 

TALL  rONTPOL 

C 
c 
c 

c 
c 
r 

c 
c THATS  ALL  FOLKS.... 

FNO 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12- 
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StNPOUTINP   TMPliT 

C 
C 
r 

c 
c 
c 
1 

c 
c 
c 
3 

c 
c 
c 
5 

«WBQOOTTNP INPUT 
rOWVON N«;<;YS,NaHÄSF<;.INn?tTN03.TS«OFLTA«X|. IMn»TO(50»20)fPA(50»?n) 
i.NÄMFc(^0)f iMD1(q0),Np(50f p^j^o.p.pjcjo,!).»; »(5n#if6)fTP<e;0)«P(5 
?0«l)fDMC(S0) 

PIMENSION  CAPOSJP) 
IABOPTSO 

PFAO THE riPST CAPO 

PFA1 J9, CAPOS 
NSSYS=CAPnS(?) 
MPHÄSPS=caKD«;(i) 
PPTNT ?0. NSSYSfNPHASFS 
PFAD '1. (NAMFSIT».I'ltNSSyS) 
PPTNT ??, (NAMFS(I)«I = 1.NS«»YS) 

PFGIN PFAOINr, THF APPAYS 

PFAO ?3« TAN 
IF (EnF(M)) l«t? 
PPTNT ?4, TAN 
IF (HN.F0,4HT0  ) 
IF (IAN.F0.4HPA  ) 

(UN.FO^HINOl) 
(IAN.F0.4HIND ) 

IF 
IF 
IF (IAN,F0,4HNP 
IF (IAN.FO.4HP 
IF (IAN.F0.4HFR 
IF (I«lN.F0,4HF 
FPPOP ON CAPD 
PPTNT 2S 
TAROPTal 
GO TO 1 

GO TO 
GO TO 
GO TO 
GO TO 
GO TO 10 
GO TO I? 
GO TO 14 
GO TO I* 

TO OOFPATING TIME 

00 4 I«1«NSSYS 
00 4 JsNNPHASFS.« 
PPTNT ?7« T,J 
TALL DFAnrn (CAPOS) 
00 <♦ L=l«R 
KsL^J-1 
IF (K.GT.NPHASFS) GO TO 4 
TOn»K»=rARDS(L) 
CONTINUE 
GO TO 1 

PA     PPORARILTTY OF MISSION ABOPT 

00 *> T = 1.NSSYS 

R 1 
H ? 
P 3 
« 4 
fl 5 
R 6 
R 7 
R 8 
R 9 
R 10 
R 11 
R 12 
R 13 
R 1* 
H 15 
R 16 
R 17 
R IB 
B 19 
R ?o 
R PI 
R ?2 
R ?3 
R />4 
R ?5 
R ?ft 
R ?7 
B ?8 
R ?9 
R 10 
R 11 
R 12 
R 13 
R 14 
R 15 
R 16 
R 17 
R 18 
R 19 
R 40 
R 41 
B 42 
R 43 
R 44 
R 45 
R 46 
fl 47 
R 48 
R 49 
R SO 
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SiJRROUTINE   INPSJT 

DO A  JsUNPHASFS»« 
PRINT  2«.   I.J 
CALL  PFADCn   (CAPOS) 
no 6 L«!«« 
K«LO-l 
IF   (K.GT.NPHASES)   GO   TO  6 
PA(I«K)«CAPD«;<L) 

6 CONTINUE 
GO  TO   1 

C 
C INOl PFOUNOANT   SURSVSTFM   INDICATOR 
C 
7 DO 8 I=ltNSSYSt8 

PRINT 29. I 
CALL PEAOm (CARDS» 
DO 8 J«l«« 
KaI*J-l 
IF (K.GT.NSSYS) GO TO 8 
IN01(K)»CARDS(J) 

fl     CONTINUE 
GO TO I 

C 
C     INO     INOirATORS OF PROGRAM OPTIONS 
C 
9     CALL READCDl (CARDS) 

IN02=CAROSm 
IN01=CAROS(?) 
ISsCAPDSO) 
DELTA=CAP0S(4) 
)'LIMIT=CARDS(S) 
PRINT 26. INn2.lND3.TSfDELTA.XLlMlT 
GO TO I 

C 
C     NR     NUMBFR OF RFOÜNDANT SUBSYSTEW<; /SMBSYSTEM 
C 
1«    DO 11 I=1.NSSYS 

PRINT 30. I 
CALL READCD (CARDS) 
NP(I.l)=CAROS(l) 

11 CONTINUE 
GO TO 1 

C 
C     P      OPERATIVE OP STANDBY REDUNDANCY 
C 
12 DO 13 I»1.NSSYS 

PRINT 31* I 
CALL PEADCD (CARDS) 
R(I.l)=CAODS(l) 

13 CONTINUE 
r'0 TO 1 R mo 
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B SI 
B ^2 
B 53 
B SH 

H S5 
B B6 
B S7 
B *B 
B S9 
B f-O 
B ftl 
B ft2 
R 63 
B *4 
B 65 
B 66 
B 67 
B (SB 
B 69 
B 70 
B 71 
B 72 
B 73 
B 74 
B 75 
B 76 
B 77 
B 78 
B 79 
B BO 
B Bl 
B B2 
B B3 
B B4 
B B5 
B B6 
B B7 
B B8 
B B9 
B 00 
B 91 
B 92 
« 93 
B 04 
B 95 
B 96 
B 97 
B 98 
B 99 



SUBPOUTINE   INPUT 

C 
c 
c 

FR MTRF  FOR  RFnUNOANT  SUBSYSTFMS 

IS 

C 
c 
c 

17 

l« 

C 
C 
19 
20 

21 
2? 
23 
24 
25 

26 

27 
2« 
29 
30 
31 
3? 
33 

00   15   I»1«NSSVS 
NRO=NP(I.l) 
PRINT   32f   I 
CALL  PEAOCD   (CAPOS) 
00   15  JaltNRO 
FR(Itl»J)sCAROS(J) 
CONTINUE 
60  TO   1 

F MTRF  FOR  NON-REOUNDANT   SURSYSTfMS 

00   17   Isl,NSSVS 
PRINT   33.   I 
CALL  PEAOCO   (CAPOS) 
F(I.1)=CAP0S(1) 
CONTINUE 
GO  TO   1 
IF   (IAR0PT.E0.1)   CALL   EXIT 
RETURN 

FORMAT   (RF10.0) 
FORMAT (1H1,SX*23HNUMBER OF SURSYSTEM«; ■ •I5f5X«26HNUMBER OF PHASE 

IS/MISSION  s.IS) 
FORMAT   (AA10) 
FORMAT   (/«17H     SUBSYSTEM  NAMES/tSdOClXtAlO)/)) 
FORMAT   (AA) 
FORMAT (/«ITH  NEW ARRAY. TO« fA4) 
FORMAT (/RRH ERROR ON ARRAY TYPE CARO, WILL CONTINUE REAOINR PARAM 
IFTFR DECK BEFORE ABORTING THE JOB.) 
FORMAT (RH TN02 = .I2.9H .INOS « .I2.1«H .SUBSYSTEM ■ .12.UH »INC 

.F6.0.12H «MAXIMUM ■ •F6.0) IPEMFNT 
FORMAT 
FORMAT 
FORMAT 
FORMAT 
FORMAT 
FORMAT 
FORMAT 
FNP 

(4W Tn(.I2.lH..I?.4H) x ) 
(AH PA(,I?.1H..I?.AH) = ) 
(6N IN01(«I2.*H) = ) 
(AH NP(.I?.6H.l) ■ ) 
(3H R(.I2.6H«1) ■ ) 
(4H FR(.I2.8H.1.1) s ) 
(3H F(«I?.6H.n * ) 

p ini 
p ln2 
4 ins 
R in* 
R 105 
R 106 
H 107 
R 108 
R 109 
R HO 
R HI 
P 112 
R 113 
R UA 
R 115 
H 116 
fl 117 
P na 
R 119 
R 1?0 
R 121 
P 122 
R 123 
R 12A 
R 125 
R 126 
R 127 
R 128 
R 129 
R 130 
R 131 
R 132 
R 133 
R 134 
P 135 
R 136 
P 137 
R 138 
R 139 
R 140 
R 1A1 
R 142 
R U3 
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SURBOUTINF »FAOCn (CARDS) 

SURWOUTINP PPADCn (CAPOS) 
OTMENSION CAPns(fl). TCAPn(«» 
OAT» (IflslOH ) 
NOPsO 
GO TO 1 
FNTPY PFAnrOl 
NOP«! 

1     PEAO 6« ICAPn 
IF (FOF(^O)) ?.3 

?     PPTNT 7 
CALL FXIT 

C     CHFCK TO SFF WHICH IS THE LAST NON-BUNK wOPO 
3 00 '♦ I«I«« 

IF (ICARD(I).EO.IS) «0 TO 4 
ITsI 

4 rAPOS(I)aO. 
NC«IT»I0 
OFCOOE (Nr.fl.ICAPO) (CAPOS(I)tI»!«IT) 
IF (NOP.EO.l) GO TO S 
PRINT R. (CA'JDS(T)fI = l«IT) 

5 CONTINUE 
PETURN 

C 
C 
6 FORMAT (MIO) 
7 FOPMAT (//»ftlH  FNO-OF-FTLF READ INSTEAD OF PARAMETER CAPO, JOB AB 

10RTED....) 
fl     FORMAT (HFIO.?) 
9     FOPMAT (lHM20X»flF10,2) 

END 

C   1 
C  2 
C  3 
C  k 
c     s 
C  6 
C   7 
C  8 
r 9 
C 10 
c U 
C  12 
C  13 
C  14 
C 15 
C  16 
C  17 
C  18 
C  19 
C ?0 
C 71 
C 22 
C 23 
C  24 
C  25 
C 26 
C 27 
C 28 
C 29 
C 30- 
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FUNCTION Fl fltj» 

FUNCTION ri (!.J) 
rOMMOM NS^VS.NPMASES.IN0?.TNn3fIS»0ELTA«X| 1MIT.T0(50«?0)»PAfSOtPO) 
l*NAMFS(SO)*INnUSO)«NR(SO«I)«R(50tn*r(Sn,n«(-R(SOtlf6)«TP(c;0)tP(S 
20«1).OMC(«?0) 
F1«EXP(-TP(I)/F(T»J>» 
PFTUPN 
FNO 

n i 
n 2 
0 3 
n u 
n «5 
o 6 
0 7- 
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nJNCTTON  F?   (I.J) 

FUNCTIOM  F?   (NJ) 
COMMON N«>SVS«NPHASEStIN02«TND3tIS»DFLTAcX| IM!T»TO(5C«20> «PAfSOtPO) 

l.NAMES(SO)«INOl(«;0).NR((>0«l)*P(SO«l)«r(S0,l)*|-H(5O*l*6)«TP(S0)«P(5 
?O,l).PMC(«i0) 

TFMP»1, 
NROaNP<T«J) 
HO   1   L«l»NRO 
TeMPsTEMP«(l.-(EXP<-TP(l)/FP(I«J«L))) 
F?=».-TFMP 
RFTURM 
FNO 

F 
t 
F 
F 
F 
F 
F 
F 
E 
F 

I 

3 
4 
5 
6 
7 
8 
9 

10 
II- 
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FUNCTION F3 fI«J» 

FUNCTION ri (UJ) F 1 
rGMMON NSSYS»MPHA5ES»IND2«INn3.IStDPLTA»XI IMIT«TO(S0«?0)tPA(50t?n»  F 2 
l.NAMee;(SO»»INDl('50)»NR(50«P.R(50.n.r(«50,l>»FR(5n.l«6»tTP(«;0»«P(5  F 3 
?ö«n»^MC(S0J F 4 
TFMP«TP(r»/FP(I»J,l> F 5 
TlsFXP<-TFMP) r 6 
SUM«0. F 7 
NROaNP(I«J) F 8 
HO 1 L«lfNRO F 9 
SUM«SUM»((TEMP»»»(L-1))/IFAC(L-1) F 10 
F3=T1«SUM F 11 
RFTURN F 1? 
FNO f 13- 
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FUNCTION   IFAr   (1) 

FUNCTION TFAC (I» 
c COMPUTES THF FACTORIAL 

TTFMPrl 
IF (I.EO.O) 1*2 

1 IFAC=1 
PFTURN 

2 00 3 K=1,T 
3 ITFMP=ITFMP»K 

IFACsTTEMP 
RFTURN 
FNO 

0 1 
8 2 
r. 3 
r. k 
6 5 
Q 6 
8 7 
r, B 
r, 9 
r. 10 
6 11- 
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1 
? 

FUNCTION  65   (It »tM,xX) 

FUNCTION  r,S   (ltJ,M»XX» 
COMMON  NS<5VS«NOHASESfINn?»IN03»ISfD£l.TA»XtIMIT»T0(50»20)fPA(50«?0) 

lfNAMeS(,»0)*INr)l(S0)«NR(,>0tl)»R(«>0fl^♦^(Sütl)«^R(5^♦l♦6)fTP<c0)♦P(5 
^o•n•PMC(so) 

I»    (M,£0.1)   r,0   TO  3 
SUMrO, 
DO   ?  L»1«M 
SUMlrl, 
DO   i   K=ltM 
ir   (K.EQ.L»   GO   TO   1 
SUMl*SUMl»IFR(T»JtL)-FR<!»J»K)» 
CONTINUE 
SUM=SUM»FR(I»J.L)«*(M-l)«fc:XP(-XX/rH(T,J«L)»/SUM; 
05aSUM 
RETURN 
GS*FXP(-XX/FP(I.J.I)t 
RETURN 
FNO 

H 1 
H 2 
H 3 
H 4 
H 5 
H 6 
H 7 
H 8 
H 9 
H 10 
H U 
H 12 
H 13 
H 14 
H 15 
H 16 
H 17 
H 18« 
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FUNCTION FR fl»j) * 

FUNCTION FS (I.J) 
COMMON NS<;yS«NPHASF<;«IND2tINn3«IStOFLTA«)(| IMITfTO(50*20) «PA (50«?0> 
l,NAMFe(Sn)fINnH«>0).NR(«50«l»«R<50»l)»F<SO«lUFR(50«N6).TP<SO)«P(5 
?0tl)fPMC<S0) 
MsNHdtJ) 
XXxTPd» 
F5«6S(I»J«M,XX) 
RETURN 
FNH 

1 
2 
3 
4 
5 
6 
7 
8 
9 
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T ■  _~  

SUHOOUTINF  TSOOT   (A.N) 

«HJBffOUTIMF   TSOPT   (A,N) 
OTMFNSION   A(l» .   TUlMf 
T«) 
JcN 
MsO 

I IF   (J.LF.T)   fiO TO  ^ 
? IJ«(I«J)/? 

K.I 

IF   (A(I).LF.A(J))   60 TO 
T«A(J) 
A(J)xA(I) 
A(I)aT 

3 T«A(IJ) 
IF   (A(I).LF.T» GO  TO 4 
A(T.i)=A(n 
A|I)*T 
TrA(IJ) 
fiO TO 5 

4 IF   a.LF.A(J)) 
A(IJ»sA(J» 
A(J)=T 
TsA<lJ) 

60  TO S 

S LaL-1 
TF   (T.LT.AiL)) 60  TO 5 
TT=A(L> 

ft KsK^l 
IF   (A(K).LT.T) 60  TO 6 
IF   (L.LT.K)   GO TO  7 
A<L)a*<K» 
A(K)sTT 
GO  TO 5 

7 MsM«] 
IF   (L-I,LF.J-K1 GO  TO 8 
IL<M)=I 
HMM)=L 
IsK 
GO  TO   10 

A IL(M)=K 
IU(M»=J 
J«L 
GO  TO   10 

9 IF   (M.FO.O)   OETUPN 
IsILJM) 
JcIU(M) 
MsM-1 

10 IF   <J-I.GF.n) 60   TO  2 
IF   (I.EO.U   GO TO   1 

11 I«I*1 V 

IF   (J.LT.T)   GO TO  9 

11X16) 
J 1 

1 2 
J 3 
J 4 
J 5 
J 6 
J 7 
J 8 
J 9 
.1 10 
J 11 
J 12 
J 13 
J 14 
J 15 
J 16 
J 17 
J 18 
J 19 
J 20 
J ?1 
J 22 
J 23 
.1 24 
J ?5 
J ?6 
J ?7 
J 78 
J 29 
J •»o 
J "«1 
J 32 
1 33 
J 34 
J 35 
J 36 
J 37 
J 38 
J 39 
J 40 
J 41 
J 42 
J 43 
J 44 
J 45 
J 46 
J 47 
J 48 
J 49 
J SO 
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T 

SUBROUTINE TSORr (A.NI 

12 

T«MT 
IF (A 
K.T-1 
A(K»l 
K«K-| 
IF IT 
A<K*I 
fiO TO 
END 

) 
(I-l).LE.T) 60 TO 11 

)*A(K) 

.LT.AJKI) GO TO 12 
)«T 
11 

J SI 
J S2 
J «>3 
.1 S4 
J «5 
J S6 
J «?? 
J S8 
J S9 
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c 
c 
c 

c 
c 
c 

2 
C 
C 
C 

c 
c 
c 
3 
C 
C 
C 

C 
C 
c 
U 
5 
C 
c 
c 

6 
c 
c 
c 

SUftQOUTINE COMTROL 

SURPOUTINF  CONTROL 
COMMON NSSYS«NPHASES«IND2tINO3*IS*OELTA«XLIMIT*TO(S0«20)«PA(50«?0) 

l«NAMES(50)«INOl(S0)*NR(50*l)fR(50fl)«r(<>0«l)fFRf50flt6)«TP(S0)tP(5 
?0tl)fPMC(S0) 

niMFNSION  XTFMP(S0)f   ITEMP(S0J 

PART  I. CALCULATE P 

DO S  I*1*NSSVS 
TMDsO. 
DO  1  J«1«NPHASES 
TP(n«TP<I»*TOn.J)»PA(ItJ» 
IF   (INDl(T).EO.l)   60  TO 2 

NON-REOUNOANT  SUBSYSTEM 

p(i<n>Fi(i«n 
60 TO 5 
IF   (R(I*1).E0.1.)   60 TO 3 

OPERATIVE REDUNDANCY 

PII*l)«F?(Itl) 
60 TO 5 

STANDBY REDUNDANCY 

IF (FRn*lfl).NE.FR(Tflt2)) 60 TO 4 

EQUAL MTBF 

P(I»1)«F3CI,1> 
60 TO 5 

UWFQUAL MTBF 

P(I»1)«F5<I«1) 
CONTINUE 

PAP7 II. MCSP 

PMCIDsl. 
DO h   I«IfNSSVS 
pMC(i)«PMc<n«p<i.n 

PART III.   RANK ABORT CAUSIN6 SUBSYSTEMS 

00 7 IMrNSSYS 
XTFMPCI)«P(I.1» 
CALL TSORT «»TEMP.NSSYS) 

K i 
K 2 
K 3 
K 4 
K 5 
K 6 
K 7 
K 8 
K 9 
K 10 
K U 
K 12 
K 13 
K 14 
K 15 
K 16 
K 17 
K 18 
K 19 
K ?o 
K ?1 
K ?2 
K ?3 
K ?* 
K 25 
K 26 
K 27 
K 28 
K 29 
K 30 
K 31 
K 32 
K 33 
K 3* 
K 35 
K 36 
K 37 
X 38 
K 39 
K 40 
K 41 
K 42 
K 43 
K 44 
K 45 
K 46 
K 47 
K 48 
K 49 
K SO 
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SURROUTINf- COMTROL 

8 

9 

10 
C 
c 
11 

1^ 

13 
14 

C 
C 
IS 
16 

17 
1* 

19 

DO H TaNMSSY«; 
no « J«ltNSSVS 
TF (XTEMPm.NC.PU.D) 60 TO P 
TTFMP(T)aJ 
CONTTMUE 
00 9 Irl,NSSYS 
P(T»l)»l-XTFMP(I) 
PRTNT IS« PMCd) 
IF (IN02.FO,0» GO TO 11 
PRTNT 16 
00 10 IxNNSSYS 
J=TTFMP(I) 
PRTNT 17. I«NA*E<;(J)*JVP(I,1) 
CONTINUF 

PART IV.     SESITIVITV ANALYSIS OF NON-RFOONDANT SUBSYSTEM. IS 
IF (IN03.F0.n) 60 TO 14 
MAX*XLIMTT/DFLTA*1, 
FS»F(IS.l) 
TPSsTO(IS) 
00 1? I=?.MAX 
0ELT«(I-1)«DFLTA 
PMC(I) =PMr C1»«FXP(-TPS»(1./(FS*0ELT)-1 ./Fc;> > 
PRTNT IS. NAMFS(IS».FS 
00 13 1=1.MAX 
OFLTa(I-l»«DFLTA 
PRINT 19. DELT.PMCm 
CONTINUE 
CONTINUE 
RETURN 

FORMAT (1H1.17X»7HMCSP « tFB.fe) 
FORMAT (//.l?X.9HSURSYSTEM,SX»9HSUBSY«;TEM#5X»llHPR0BABILITY./»3Xt4 
1HRANK«7X*4HNAHE«9X«6HNUMBER«9X.RH0F ABORT» 
FORMAT (4X.I?.AX,Al0.6X.I2.11X.Fe,6) 
FORMAT (///«?X.3?MNAME OF SUBSYSTEM IMCREMENTEO = tAlOf/«SX.22HINI 
1TIAL MTRF(H0URS> * •F10.2//«2X.9HlNCRrMENT«6X«4HMCSP) 
FORMAT (2X«FB.1«5X«FR.6) 
END 

K «^1 
K <?2 
K ^3 
K *<* 
K S5 
K S6 
K S7 
K S8 
K S9 
K 60 
K 61 
K 62 
K 63 
K 64 
K 65 
K 66 
K f>7 
K 66 
K 69 
K 70 
K 71 
K 72 
K 73 
K 74 
K 75 
K 76 
K 77 
K 78 
K 79 
K SO 
K «1 
K B2 
K P3 
K «4 
K P5 
K «6 
K fl7 
K 88 
K «9 
K 90« 
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APPENDIX B 

DESIGNING TO SYSTEM PERFORMANCE/COST (DSPC) COMPUTER PROGRAM 

1.    DEFINITIONS OF INPUTS 

NSYS = Total number of systems (e.g., fleet size). 

NSSYS = Total number of subsystems (NSSYS ^40). Each subsystem is 

identified by number and name. 

NPHASES 5 Number of mission phases (NPHASES < 20). 

LASTP = Phase through which MCSP is to be calculated (this is usually 

NPHASES or the target phase). 

NYEARS s Number of years to be considered in calculating logistic 

support costs (e.g., system lifetime). 

NMPM = Average number of missions per month per system. 

TR(i) H Ratio of total operating time to mission operating time of 

the i-th subsystem. 

T0(i, j)        = Operating time of the i-th subsystem during the j-th mission 

phase (1-1,2,..., NSSYS; j = 1, 2, ..., NPHASES). 

PA(i, j)        = Conditional probability of mission abort given that the i-th 

subsystem has a failure during the j-th mission phase. 

N(i) E Number of nonredundant options (other than the baseline 

subsystem) for the i-th subsystem (N(i) ^5). 

R0(i) = Number of redundancy options (other than the baseline) for 

the i-th subsystem (R0(i) < 5). 

INDl(i) = Indicator equal to 0 or 1.    If INDl(i) = 0 then the baseline 

for the i-th subsystem is nonredundant.    If INDl(i) ■ 1 then 

the baseline for the i-th subsystem is redundant. 
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NR(i, j)    Number of redundant units for the j-th redundancy option for 

the i-th subsystem (J < R0(1) + 1). 

R{i, j)    2 Indicator equal to 0 or 1. If R(1, j) = 0 then the j-th 

redundancy option for subsystem 1 has operative redundancy. 

If R(1, j) ■ 1 then the j-th option Is standby redundant 

(J < NR(1, j) + 1). 

F(1, j)    =  Mean operating time between failure for the j-th nonredundant 

option for subsystem 1 (j <. N(1) + 1). 

UC(1, j)   = Unit acquisition cost of the j-th nonredundant option for 

subsystem 1 (j <. N(1) + 1). 

CR(1, j)   = Average cost per repair of the j-th nonredundant option for 

subsystem i (j 1 N(1) + 1). 

FR(1, j, k) = Mean operating time between failure of the k-th redundant 

subsystem of the j-th redundancy option for subsystem 1 

(j lR0(1) + 1; k < NR(1, j)). 

UCR(1, j, k) H Unit acquisition cost of the k-th redundant subsystem of 

the j-th redundancy option for subsystem 1 (j <_ R0(i) + 1, 

k < NR(1, j)). 

CRR{1, j, k) H Average cost per repair of the k-th redundant subsystem of 

the j-th redundancy option for subsystem 1 (j < R0(1) + 1, 

k < NR(1, j)). 

2. OUTPUTS OF THE DSPC MODEL 

The model outputs are printed In two tables. The Adjusted Baseline System 

Is printed first to define those options which lead to a higher MCSP at lower 

cost (this results from the reliability management procedure described in 

Section III). The Adjusted Baseline System defines the starting point for 
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the optimization procedure. The form of the printout for the Adjusted 

Baseline System is: 

Subsystem 
Number 

1 

2 

ADJUSTED BASELINE SYSTEM 

Subsystem  Option for Adjusted 
Name       Baseline 

NSSYS 

The meaning of the first two columns is self-evident.    If, for subsystem i, 

the number i appears in column 3 this means that nonredundant subsystem with 

F(i, £), UC(i, A), and CR(i, i) should replace the baseline for subsystem i. 

If nR appears in column 3, then the baseline is replaced by that redundancy 

option corresponding to FR(i, ä, k), UC(i, «,, k), and CRR(i, K, k) where 

k = 1, 2, .... NR(i, i).    If «, = 1 appears, then the baseline is the best 

starting point. 

The second table presents the Optimal Subsystem Options in the following 

form: 

Configuration 
Identification 

(CI) 

Baseline CI = 1 

Adjusted 
Baseline CI ■ 2 

CI = 3 

OPTIMAL SUBSYSTEM OPTIONS 

MCSP  Acquisition  Logistic  Total 
Cost    Support  Cost 

Cost 

Subsystem Option 
C'iangeö  Selected 
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The configuration identification merely numbers the sequence of optimiza- 

tion steps. For the adjusted baseline system the corresponding options were 

defined and printed. For each configuration identification (after the baseline) 

the last two columns define the subsystem changed and the option selected for 

that subsystem. 

3. DSPC CARD INPUTS 

A description of the input cards for the DSPC model is presented in this 

section. As mentioned in Appendix A, the form of the card Inputs to the MCSP 

model are Identical to those for the DSPC model with the few exceptions 

described previously. It must be pointed out that on all numeric cards 

each value must be followed by a decimal point; on alphanumeric cards no 

decimal point is allowed. 

a. First Card. 

FI£LD INPUT 

1 NSYS 

2 NSSYS 

3 NPHASES 

4 LASTP 

5 NYEARS 

6 NMPM 

b. Second Card(s). 

FIELD INPUT 

1 Name of subsystem 1 

2 Name of subsystem 2 

• • 
• • 
• • 

Name of subsystem 8 
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Input as many cards required to naine all NSSYS subsystems. The number 

of cards required is 

f NSSYS V 

where the notation [y]   denotes the smallest integer greater than or equal 

to y. 

c.    Cards for the One Dimensional Arrays. 

One dimensional arrays are required for the inputs TR(i)J N(i), R0(i), 

and INDl{i).    For each of these inputs i =1,2, .... NSSYS.   The first card 

of a one dimensional array contains the array mnemonic beginning in column 1, 

i.e., starting in column 1 one of the mnemonics TR, N, RO, or IND1 is printed. 

t NSSYS 1 + 

Q cards for each mnemonic are as follows: 

FIELD INPUT 

1 value corresponding to subsystem 1 

2 value corresponding to subsystem 2 

• # 

8     value corresponding to subsystem 8 

Continue until all values are defined for each mnemonic. The procedure is 

repeated for each of the four one dimensional arrays, 

d. Cards for the Two Dimensional Arrays. 

Two dimensional arrays are required for the inputs T0(i, j), PA(i, j), 

NR(i, j), R{i, j), F(i, j), UC(i, j), and CR(i, j). The first card of any two 

dimensional array contains the array mnemonic (TO, PA, NR, R, F, UC, or CR) 

beginning in column 1. For example, after the mnemonic TO the next set of 
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cards (corresponding to subsystem 1) Is as follows: 

FIELD INPUT 

1 T0(1. 1) 

2 TOO. 2) 

• 
• 

• 
• 

8 T0(1, 8) 

Continue to input T0(1, j) until j reaches its maximum value (for the i-th 

subsystem the maximum value of j for TO and PA is j = NPHASES; for F, UC, and 

CR the maximum value of j Is N(1) + 1 £ 6; for NR and R the maximum value of 

j is R0(i) + 1). The next set of cards for subsystem 2 are: 

FIELD INPUT 

1 T0(2. 1) 

2 T0(2. 2) 

8 T0(2. 8) 

Continue to input T0(2, j) until j reaches its maximum value.    Continue the 

process until the values of T0(1, j) are input for 1 = 1, 2, ..., NSSYS. 

The process is repeated for each two dimensional array corresponding 

to the mnemonics TO, PA, NR, R, F, UC, and CR. 

e.    Cards for the Three Dimensional Arrays. 

Three dimensional arrays are required for FR(1, j, k), UCR(i, j, k), 

and CRR(1, j, k).    l-'or each of these, 1 runs from 1 to NSSYS, j from 1 to 

R(1 ) + 1 <. 6. and k from 1 to NR(1, j) < 5.   As before, the first card 
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contains the mnemonic beginning in column 1.    For example, after the card 

containing the mnemonic FR the cards are as follows: 

FIELD INPUT 

1 FR(1, 1,1) 

2 FR(1,1,2) 

NR(1, 1) FR(1, 1, NR(1, 1)) 

2nd Card 

1 FR(1, 2, 1) 

2 FR(1. 2, 2) 

• 
• 

• 
• 

NR(1, 2) FR(1, 2, NR{1, 2)) 

1 FR(1, R(l) + 1, 1) 

2 FR(1. R(l) + 1, 1) 

R(l) + 1 Card • 
• 

• 
• 

NR(1. R(l) + 1)    FRO, R(l) + 1, NR(1, R(l) + 1)) 

Repeat the same procedure for each subsystem where the i-th subsystem consists 

of R(i) + 1 < 6 cards. 
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4 - USPC PROGRAM LISTING 

C 
c 

c 

c 

PROGH«M  D«;Pf< INPUT.nilTPUT»T4PE60«INPMT> 

INPUT THF APPAYS 
CALL INPUT 
NOW FXFCUTE THE MAIM BODY 
CALL CONTPOL 
THAT«» ALL FOLKS  
FNO 

1 
? 
3 
k 
5 
6 
7 
8- 
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r 
r 
r 

«JUPPOUTTNF   IMPUT 
rOMMor' •^VS.^SSVS»NPMASrs»LASTP«NYFAO9tNMPM»Tk(*0)»T0(40»?0)tPA(4n 

11?0) .rK^O) tPOC^O) tTMOM^o) tMP(40t<S)«P<40*^)*F(40tf)>ftJC<40«6) tCff(40 
-»«fr) .FO('»it»*>«'r>» .uro^Otft.^«» Trpp(40t^tM«NAMe.sUO)«T(*0)fTP(4O) »TNP( 
laO) .Pf^rttÄ» .(^^(^O.frUUCSCuO«^) tPMC(&4) »CA (40) «CS(<>0) tCUO) fPft (40f 
4f)*üCAR(4n*6) tl)r<;»(&().6)tiiruP(fcO»ft)fXf40.?0»»IX(40»20»»Y(40»20)»7( 
buO.?n) .MY(i»0) .IASU40JoKSUO)fYSUrt)*7SUn»«XL(40».LAMHO/M40)»IDl ( 

^FftO  THE  ri»<;T  CAPD 

OfM:   3?«   TAPns 
MSYSs^APDC (1 »-«NSSYSsfAHOS (?) «NPKASES=^ARD<; (3) 
I ACrP=CArfnsU) 5NYFAP<;aCAP0«;(S)»NMPM=riy»nf;(6) 
PPTviT   ^1«   MSYStN^SY^.NPHASPStLASTP.NYrAPS.NMPM 
«FAD   3«5.   (MAMFS(T).T = 1»N5SYS) 
r'PTMT   3H.    (NÄMFS(T)«T = lfNr.SYS) 

r 
c 
c 
i 

«FMN RrlAIINR THr ftRPAYS 

RFAO 17» TAN 
IF (FOF(hO)) !!♦? 

? PRTNT 34. JAM 
(PN.C" ).4MT»  ) r,0 TO 1 
(IAN.F0.4HTi)  ) f;0 TO S 
(IAN.irO,4HPA  ) 00 TO 7 
(TflM.P0,4HN   ) on TO q 
(UN.FO.^HPO  ) on TO n 
(irN.Fn.iMiNDn r,o TO n 
(lrN.F0,4HNP  ) r.f) TO i* 
(ieN.F0,4M«   ) en TO 17 
(TAN.F0.4HF   ) 00 TO 19 
(TAN.Fn.AHiJC  ) r,o TO ?1 
(I«N.F0,4MCP  ) r,o TO ?3 
(irN.F0.4HFP  ) oo TO ?s 
(T/\N.F0,4MI)CR ) r.o TO 37 
(I/lN.r0.4HCPR ) no TO ?q 

c FPPOP ON TAPP 
PP1 kJT 1* 

c 
r 
c 
3 

r,0 TO 1 

To MTSSTON OPFPATING T 

no 4 T«lt^SSYSt« 
PPTNT IQ, T 
CAI L "FAOCO (CAPOSI 
00 4 Ja I.» 
»< = T ♦ J-l 
TF (K.RT.N'SSVS) 00 TO 4 

n 1 
q ? 
R 1 
M 4 
M s 
P h 
P 7 
R h 
H 4 
fl 10 
H 11 
P 12 
« 13 
B 14 
R IS 
n 16 
n 17 
P 18 
« 19 
q ?o 
B ?1 
n ?? 
p ?3 
R ?4 
M ?5 
n ?6 
p ?7 
H ?8 
P ?9 
P 30 
P 31 
P 32 
P 33 
fl 34 
P IS 
P 16 
P 37 
P 38 
P 19 
P 40 
P 41 
P 42 
P 43 
P 44 
P 45 
R 46 
H 47 
P 48 
P 49 
P =;o 
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SüMHlÜT J Wfe    T'vC'tIT 

T9(K)rCftPnS(J) 
4 CONTINUE 

GO   TO   1 
r 
C    TO      ODERATIKir, TTME 
C 
5 DO «> I«ltN8SV« 

00 h J«l«MPH«SES»S 
'PRTNT <»0» I» J 
TALL PRAnrn (CAPOS» 
00 h  L«l«« 

TF (K.GT.NPHISES) GO TO 6 
T0(I«K)=CA«0'5(L) 

A    CONTINUE 
r,0 TO I 

C 
C    PA      P'JOP'yRILTTY OF MISSTON ABOPT 
C 
7    00 < I=1»MSSVS 

00 H J=1»^PH«SES»S 
PRTNT 41♦ ItJ 
TAIL PEAOrO (CAPOS» 
00 H L«l«fl 
K=L»J-l 
TF (K.fiT.MPHASES) GO TO 8 
PA(I»K>=r*PO«;(L) 

«    CONTINIJF 
«0 TO 1 

C 
C     M       NUMRFR OF NON-PEOIINOANT OPTIONS 
C 
9 no 10 T=1«NSSYS»« 

PPINT 4?, T 
CALL 'FAOCO (CAPOS) 
00 10 J=l.« 
K=T»J-1 
IF (K.GT.NSSYS) GO TO 10 
M(K)sCAPOS(J) 

10 CONTINUE 
GO  TO   1 

C 
C PO NUMRFR  OF   RFOIJNDANT  OPTIONS 
C 
11 00 1? I=l.NSSVS»« 

PRINT 41, I 
TAIL oEAncn (CAPOS) 
00 I? J=1.H 
K=I*J-1 
IF (K.GT.NSSYS) HO TO 12 q 100 
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H Rl 
H R2 
H R3 
* C4 
9 ^5 
P S6 
R S7 
R SB 
R qR 
R f.0 
R ^1 
R f.2 
R ^.3 
R f.4 
H f.5 
0 Ä6 
R f.7 
R hti 
H 69 
R TO 
R 71 
R 72 
R 73 
R 74 
R 75 
R 76 
fl 77 
R 78 
R 79 
R RO 
R Rl 
R R2 
R R3 
R uu 
R R5 
R R6 
R R7 
R R8 
R «9 
R RO 
R PI 
R P2 
R o3 
R P4 
R P5 
R o6 
R 97 
R P8 
R 99 



StHROUTINF   TMO'iT 

I/» 

r 
r 
c 
n 

14 

r 
c 
r 
I*? 

C 
C 
C 
17 

I« 

C 
C 
C 
1^ 

?-) 

c 
r 

CONTP'tlF 
r,o TO I 

INDI    TNOirATO« FO» RASFl INE PFOUNn/jNCY 

no I* ISI.NSSY«;»« 
PPINT 44. 1 
CA» I. PFADcn <c&Pr»S) 
no 14 J=if« 
KsT*J-l 
IF (K.GT.WSSVS) r,0 TO 14 
TNnHn=r^Rn«:(j) 
rOMTIMUF 
r,o TO l 

MP NMMPFP OF RFOUNOANT SUBSYSTEM«: 

00 \h   I = 1.K'SSYS 
NPO=RO(T5♦! 
PPfNT 4S. I 
CALL PFAnrp (CAPOS) 
00 Ift JSI.NKO 
luRn«J)«CAPOS(J} 
rONTIMJF 
r,0 TO 1 

nofPATIVP OP STANORV PFOUNOANrY 

DO 18 1 = 1.NS«:YS 

MPO=PO(T)*1 
PPTNT 4ft. I 
TAIL PFAnrn (CARns) 
no i« J=I .r:Pn 
Pd.JlaCAODSJ J> 
roNTT'.'UF 
r-o TO i 

MTPF   FO«   NON-REOUNOANT   SUBSYSTEMS 

HO   ?D   l=l«MSSYS 

PPT\T  47.   T 
TALL  0EAOrn   (CARnS) 
rtO   ^0  Jsl«NNPO 
r(T.j»sCAPns(j> 
COMINUC 
GO   TO   1 

nr HMTT   COST  FOP NON-REDUMDANT  SUBSYSTEMS 

q loi 
R 102 
R 103 
R in<f 
H ins 
R   I 106 
R 107 
R   1 108 
R 109 
P DO 
R   1 in 
R   1 112 
«   ] 113 
H : 114 
R : 115 
R   1 116 
R   I 117 
R   1 118 
R   ] 119 
R   1 170 
R   1 l?l 
R l?2 
R   1 123 
R   1 l?4 
R   1 l?5 
R   1 l?6 
R ; l?7 
p : i?e 
R   1 l?9 
R   ] 130 
« ; 131 
R ; 132 
R : 133 
R   1 134 
4 : 135 
R 136 
R   1 137 
R   1 138 
R   1 139 
R   1 140 
R   1 141 
R   1 142 
B   ] 143 
R   1 144 
P   1 U5 
a 146 
R 147 
R   ] 148 
R   1 149 
R : ISO 
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StMPOUTINf   TMPIIT 

r 
t 
r 

r 
r 
r. 

Ah 

r 
r 
c 
?7 

c 
r 
c 

on '?  TSI.N^SVS 

PPT'IT a'*. I 
TALL »FAOrO (CA^nS) 
no ??.  J=l «MMPO 
iir(T»j)=CAon«5(j» 
rOMTI'lUF 
r.o TO i 

f p AVepflRF   TOST   OF   PFDATR   FOP  NOM-PFnUNOANT   «UIBSYSTFMS 

no  ?«   I«l«MSSY5 
I^KlPOsN (1) ♦ I 
PPTNT   4<it    T 
TAI I.   rpAOrti    (CAPOS) 
HO   ?<♦   J=l«NNRO 
CPd.JJaCAPnsfJ» 
rONTlMUF 
r,o TO 1 

FP MTPF   FOP   Pfn'tNÜANT   SUBSYSTEMS 

no  ?f>   T=l«NSSVS 
NPO=R0(I)«l 
no ?ft J=l«NPn 
MPS=NO(T.J) 
WPTNT   SO.    T.J 
TAIL RFAnrn  (CAPOS) 

no   ?fi  K=l»NPS 
FP(T«J.K»sCAPOS(K) 
roMTT'UF 
GO   TO   1 

lirp l^'TT   COST   FOO  PFDUMnANT   SltH^V^TFMc; 

no  /'M   T = l .NSSYS 
MPO=Pf><I)*l 
r>0   p«i    Ja] ,MPO 
KiPc;=N0(T.J) 
PPTNT   SI.   Tfj 
TALL CFAOrn   fCAPOS) 
no   ?.*   K=l .NP«; 
(irP(I, J.tOaCAWOSfK) 
CO^TI'JU? 
r-0   T<)   1 

roc AVPP^OP   TOST  OF  PFPAIR FOP PF.MJNOANT  bURSYSTFMS 

q i«;i 
q IS2 
M 1 = 3 
q [r.u 
q IS5 
q IS6 
R 1 IS7 
q I«;R 
q IS9 
q 1^0 
q Ul 
q l^? 
q 1^3 
q Ihh 
q lf.5 
q : lf.6 
q ] I*«? 
« 1 IAH 
R 1 l*.9 
q i 170 
R 1 171 
* 1 172 
q 173 
q 17<» 
R ) 175 
R 1 176 
R 177 
R : 178 
H 1 17«» 
R 1 IPO 
R ] IP1 
R ] I«? 
R : Ifl3 
B ] IB4 
p : IPS 
q : IP6 
q ; l«7 
q 3 IPfi 
R 1 B9 
p i PC 
q i ol 
q i Q2 
q 1 P3 
q i LQ<» 
p ] OS 
q i P6 
q ] IP7 
R 1 48 
R I .P9 

nn  >o  T = i.MS<:rs P   ?00 
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SUHPOUTINF TMPOT 

30 

C 
11 

C 
c 

14 
3T 

3^ 
37 
3H 
3'» 
40 
41 
4^ 
43 
44 
4=; 
4h 
47 
4>< 
4^ 
SO 
Sl 
S/» 

MPO=PO(T)»l 
no io j=i.Nwn 
IMP<;=ND(T.J) 
PRTNT S?, T. I 

CAI L PFAnrn rCAPns) 
no 3P K=|,NPS 
rpp(i.j.K)=caPOS(K) 
rOMTP'UF 
r^o TO 1 
THÄTS ALL OF THE INPUT CAPOS 
rOMTINUF 
PFTDP». 

FOPMAT (MFIO.O) 
FOP^AT (14H1 F\_Fry ST7F =.TSt5X»??HNIlMflER 0? SUBSYSTEMS »»IS«5X»?6 
iHNUMrtFR OF PHASFS/MTSSION s,I5/14H LAST PHASt «»ISf5X»1BHLTFE SPA 
i»M(YFACS) =.TC,^X.33HNIJMRFP OF MiSSIüNS/MOvTH/SYSTFM «.15) 
FORMAT (/«17H  NFW ARRAY 10 s «A4) 
FORMAT («MO) 
FORMAT (/»16H   SUBSYSTEM   NAMFS/.5(10(3»,AlO»/)» 
FORMAT (A4) 
FORMAT (//.PAH FPROP ON ARRAY TYPE CAoO.» 
FORMAT (4H TP(«I3,4H) = ) 
FORMAT (4H TO(,I3,lH.«I?«4H) s ) 
FORMAT (4H PA(.I3«lH««I2«4H) = ) 
FORMAT (3H N(.T3.4H) s ) 
FORMAT (4M Rn(,I3.4M> a ) 
FORMAT (AM TMi)i(,T3»4H) = ) 
FOPMAT (4M N»(«T3«7H« 1) » » 
FORMAT (3H R(«T3*7H« 1) s ) 
FORMAT (IM F(.T3.7H, 1) = ) 
FORMAT (4M Ur(«I3*7H« 1) = ) 
►OOMAT (4M rP(*TT«7H. 1) = » 
FORMAT (^M FP(,n.lH,tI2,7H, 1) = ) 
FORMAT (SM Uri<(,I3,iM,fI2,7W, 1) a ) 
FORMAT (SM CPP(«T3«1M,,I?,7M, 1) s ) 
FMO 

M 201 
« 202 
H 203 
M 204 
H 20S 
R 206 
R 207 
H 208 
R 20R 
H 210 
R 211 
R 212 
R 213 
R 214 
R 215 
R 216 
R 217 
R 218 
R 219 
R 2?0 
« 2»1 
B 2?2 
R 2?3 
R 2?4 
R 2?5 
R 2?6 
H 2?7 
R 2?e 
R 2?9 
R 230 
R 231 
R 232 
R 233 
R 234 
P 215 
R 236 
R 237 
R 238 
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f 

r 

r 
r 
u 

7 

SltRPOUTThlP BPAnC» «CARD^i» 
niMPMCTOiv» rAsns(f.) . ICABOIM) 

PF«') 6« fÄRn 
TF (FOF(hO)) 1,? 
PRTNT 's 
CALL FXTT 
THFCK TO <;FF WHirw T^ THF LAST WOK'-flL«W WORD 
DO 1 T=l.a 
TF (irARnm.FO.TR) «O TO 1 
TT=T 
rAP'is(i»=o. 
wr=iT»in 
nrcODr (Mr,6.ICAon) «CARDSd) tT»ltIT) 
OPTNT   7t   (CAwnSif>»T»1»IT» 
OFT'iP": 

FORMAT    HA10) 
Vf\o:*tf   (//.AH  FND-OF-FILP RFAO iNSTcAO OF PAkAMFTFR CAPO, JOB Ap 
lOPTFO.,..) 
FOP^AT (MC10.?) 
FORMAT UM*.30X»RF10.?» 
FNO 

c l 
r 2 
r 3 
c <» 
c S 
c 6 
c 7 
c A 
c 9 
r 10 
r 11 
r 12 
c 13 
c 14 
c 15 
c 16 
c 17 
c 18 
r 19 
r 50 
r ?1 
c ?2 
c ?3 
r. ?«• 

B-14 



niNCTTOM H   (!»J) 
rOMMQW N,;vStM<;SVS«NPMASFSfLASTP»NYFAP«;»NMPM»TW(40)tTOC40«?0»tPA(40 

l.?o) ,M(<.0).Pn(<.0) •TMni(40)*NR(4n*6>*Qr40«f.)*r(<»Of6)fUC(4O«6)tCP(40 
^.f).FPUn«ft«f.)«uro<40«6,ft),rpP(40.«S»f»>.NAMESUO>fTI40)fTP(<K))»TNP( 
l<t0)fP(40«^)fliCA(AO«At«UCS(40«f>)fPMC(4^).rA(4O)«CS(4O)«C(40).PP(40* 
46),ltCAP(40*f>.UC«;P (40*6) «lirPP(a0*6)«Xf&0t70) fIX (40*20) •Y(40*?0)fZ( 
S40*?n)«My(40),IAPL(4O)«XS(4n)tyS(40l*7S(40>*XL(40)*LAMROA(40)«IOl( 
*<toO)»S«;C(4f ).<!OS(40) .TC(40«6) 
risFXP<-TP(H/F(T,J)» 
BFTIJPV 

0 
0 
0 
n 
o 
n 
n 
o 

o 
0 

1 
2 
3 
4 
5 
b 
7 
e 
o 

n- 
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rOM-iiV    N<;vS.MSSV^.NPMASPS.l.Ä<;TP.NYrAe<;tNMOM«TK<<»0>.TOI40.?0»»PA(40 

^,f,),FcC40,*..*.),lirP (40,*..*>».rPW «40,'..'>».NAMES (*0)»T(<»0»fTPC40).TNP< 
Ufl>tPC*ft«*»«MC*H0tAl«UrS<A0t6»«PMC(4»»)tC*l«0l»CSI40>»Cf«0».P«<40» 

^6O.^rt).My(/.n».TAliL(4O),i«SI4n).YS(40).TSI40»«XH40»fLAMHOA(40).inn 
^<.fH.ScCC4'-.».«')SC40».TC<40»'.» 

no   l   I =l«MH) 
TrMP=TF-IP'»<l.-rXO(-T''(I»/ro(TtJ»Ln) 
F?a),-TF.-"' 
fcrFTlJP»' 
FNO 

F 1 
P 2 
F 3 
F 4 
F 5 
F 6 
F 7 
F H 
F 9 
F 10 
F 11 
F 1? 
F 13 
F 14 
F 15« 
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,.,-". 

MIMCTTON  PI   (T.J) F i 
rOMMO»'   N«;YS»NSSrS«NPHASFS»L'VSTPtNYfiAPc,NMPM.TW<<»O»«Tr)(4Ot?0)tPAI4O K 2 

l.?n),r'(40)f»ri('irt),!Mr>l<4O).MP(a0»6).P^O»ft).F(4Off»ItUC(4O«6)«CP(40 F 3 
«'»A) .FP(40.h«h)«Urp(4T«6*6i.CPP(<f0»ft«ft\»NAMeS('»O) ♦ T (40) » f P (41) , TMP ( F •i- 
ri4n).P(40«r:.)«ur4(4n«f.)«urS(40,6)«PMC(4t),CA(40)«CS(40)«C(40)*PH(40* P 5 
4S).l)CAP(4n*f>)«UCSP(40f f>).lirPP (40*6) tX(4n«?Ü)t IX (40*20) «Y(40*?0)*Z( ^ 6 
S40*?O)*MY(<»0).TAPL(4O),XS(4n),yS«4O)*7SI4n)*XL(40)*LAMBO*(40).ini( F 7 
*.40)*S,;C(4n)*«;OS(40)*TC(40*h) F H 

TFMP=TP(I)/FC(T*J*l) r 9 
Tl=fXO(-TPMPj F IQ 
SI|M=0* F U 
MPOsNP(T*.J) F 12 
no   I   l.=l*MPO F ]3 
<;iJM3SliM*( rTF><'P)«»(L-l))/TFAr(L-I) F !<♦ 
F.1=T1«SUM f is 
PFTi^ F lb 
FNO F 17- 
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f 

niNrTTo.M TFAC m 
rOMH'TES  THF   F-ACTOWTAL 
TTPMP=1 
IF   (T.EO.n)    1,? 
IFAOl 
»FTUWM 
no   3 K=1.T 
TTPMPCITFMP«K 
fFÄCsITFMO 
»FTUP»' 
FNf) 

r, 
r, 
r, 
r, 
r, 
r, 
r, 
r, 
G 
r, 
r. 

1 

3 
4 

6 
7 
8 
9 

u- 
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1 

? 

T1 = T<I)/FPM« Itl) 
T?=Ct*°(T»,l.l» 
T1=rNP(I)/FO«T»J.l> 
Mpn=MP(T«.j)-i 
00  ?  L«1»N»0 
IL=L 

no i K=I,LL 
T4=(T?»«(K-l))/IFAC(K-l) 
SIIM1=«?(JMI*T4 
>'YIL)=SUMl»FXP(-n) 
SHM=SUM-ALOG(XY(L))*CHR<I.J.L*l) 
r4=(T?».S»SUM»»Tl 
RFTUPN" 
FNO 

M 1 
H l 
M 3 
H <♦ 
H h 
H h 
H 7 
M b 
H 9 
H 10 
H 11 
M 1? 
H 13 
H 1<» 
H 15 
M 16 
H 17 
H ie 
H 19 
H ?o 
M ■>\ 

H 72 
H ?3 
H ?4 
H ?5 
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FUNCTION  ««5   (ItJ.MfXX) 
COMMON NSvSfWS<;Y<;,NPHASFS.LA«;TP.NYirAR!;tNMOMfTK<40»»T0<40«20».PA(40 

l*PO)*MUO)«Rn(40)«TMr>l(40)«NR(4OfMtP/(»0«MfF<40«M*UCUn«6) tCRUO 
?«6)«FP(40«^«(e>)«UCft(40fA«6).CRR(40*6«A>«NAMeS(<*0)*T(40)*TP(40)«TNP( 
?40>«P(4i.«f>)«l)CA(40*6)«UCS(40«6)«PMC(4o)*CA(4n)*CS(40)fC(40)«PK(4nt 
<»6) .(lCAR(40.6).ijC«;0(40«6)fUCPR(40.'.).X(40.?0)«IX(40.20»fY(40«20)«7( 
S<»0«?0)»MY(&0)ttA«L(4O)tXS(4O)»YS<40).7Sf40>.XL(40)»LAMBOA(4O)»ini( 
<s4fn«s<;C(4n)*<;os(40),TC(4o*M 

IF   (M.FO.l)   r,o TO 3 
SltMsO. 
no 2 i-aitM 
«HiMl = l. 
no i K»I.M 
IF   (K.FQ.L)   r,0  TO   1 
SUMla«;UMl»(FR(I«J«L)-FR(I.J«K)) 

I CONTINUF 
? SUMaSI»M*FO<IfJ«H»»(M-l)»FXP(-XX/FR<I,J«H)/SUMl 

GSaSUM 
RETURN 

1 G«>aEXP(-XX/FP«I«J«n> 
RFTURN 
FNO 

1 
2 
3 
4 
5 

7 
e 
9 

10 
ii 
i? 
13 
14 
15 
l*. 
17 
IB 
19 
?0 
?1 
?2- 
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FUNCTION PS   <NJ) 
COMMON NSVSfWSSV«;»NPMASFS«t ASTe»MYE*O<;fNMPMfTK(40>»T0(40»?0»«PA(40 

l*pn)fM«n)«PCUO)*INni(40)«NPUO«M*W(<»Of*)«F(<*0«M«UC(40f6>fCBUO 
<?«6)«rP(49.A«A).IICR(4n»6«6).r;PP(40«')fft»«NAMES(40)fT(40)«TP(4C)»TMP( 
l40)*P(<»0,fi)«l!C4(4n,A),UCS(4n,6)«PMC(4rt)«CA(40)fCS(40)*C(40).PH(<»0« 
ff) «UCeO(<»0*6) tijCSPl&Otb) tUrPP(40«f>) «X r40«p0) «1X(40«?0) tY(40«?0) «Z( 
ci4O*?O)«My(4Ot«TARL<4O)fXS(&O),yS(40)«7S(4n)tXL(40)*LAMBDA<4n)«ini( 
640) •<>«;(: (40) «((OS (40). TC (40 «M 

McNPfT«.]) 
XXsTP(T) 
FSsGS(I*JfM«yX) 
PFTUR»! 
FNn 

J i 
J 2 
) Z 
J ':• 

J 5 
J 6 
J 7 
J e 
J 9 
J 10 
J 11 
^ \2 
J 13 
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FUMCTTON  Ff.   MtJ) < I 
rOMMO"  NSVS»M<;SYS»NrwACFSfl.ASTP«NYEAP«;,NMPM.TKC40)»TO(40«20)«PA(40 K 2 

lt?0)tfl(40)«Pn(^n)«T^ni(4n)*MO<frotA),Q(aO«^)tF(4n«A)«UC(4Q«6)fCR(40 * 3 
?«6) •FP(40«iS«f.)«urR(40t6«A).rpp(40f6tA|«NAMES(4n)tT(4n)*TP(4n)f TNPf K 4 
140)«P(40fM«(lCA<40«M*tiCS(40,6)«PMC(4'OfrA(40>«CS(40)«C(40)«PK(40t K 5 
4(S)*IJCAR(4ntf))«uC(;P(4nt6)«i/rPP(40*6)tX(4rM90)«lX(4O«20)*Y(40«20)fZ( * f> 
S40t?O)fMY(40)*TARL(40)«XS(4O)«yS(40)*7S(4n)«XL<40)*LAMBOA(4n>tIO1( K 7 
M.0).S«C(4*)««;OS(4n)fTC<40fM K ft 

SUMsO. K 9 
MM)«NP»T»)) K JO 
XX*TNP(I) K 11 
DO   I   Ms?»MPO K 12 
SlIMsSUM-AI 06(0^(1.J.M-ltKX))«CPP(I»J«M)/Fo(I,j,M) K 13 
F6=T<T)«(rPP(I.J.l)/FR(I,Jtn*.S»<;uM) K 14 
PFTURN < 15 
FNO K 16- 
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r 
c 
r 

c 
c 
c 

r 
r 
r 

SIIHPOUTINF CONTPOI. 
TNTFGFP SO«? 
niMFN^TON XTFMP(12) 
TOMMDN NSYS»NSSYStNPHASFS.LASTP.NYEAO«;.NMPMtTW(40)»TO(40«?0)«PA<40 
if?n)fV(40) *Pn(40)«lMni<4O)«NR(4O«^)tPr40«f.)«F(40(6)fUC(4nf6) «CR(40 
2*f>)«FP(4Ovf.*^)«(irP(4n«6t6)*CPR(4O*At^)«NAvFS(40)tT(4n)*TP(4O)*TNP( 
140)«P(40«(e.) tllCA(40«f>)«UCS(4n«6) tPMC(4n) «CA (40) *CS(40) «C (40) «PR (40* 
4^)*UCAR(4'>,6) •UC<;R(60f6)«lirPR(40*6) «Xf 40*90) •IX(40*20)*Y (40*20) •/( 
>340*?0)*MY(40)*TARL(40)*XS(40)fYS(40)*7S(4r)«XL(40)«LAMBDA(40)«ini( 
640»«Sc:C(40)*<!OS(4!)).TC(40*iS) 

PAPT T.  RASPLTMF MfSP 

no ii I=I.NS<;YS 
Tl=l?.»NMOM*MYEARS»TR(I) 
SllM=0. 
00 1 J=1*MPHASFS 
«;ilM=SUM*TO(I*J) 
T(T)=Tl»StJM 
SUMsO. 
00 ? J=1.LASTP 
«WMrSUM^T*(I.J)»PA(T . J) 
TP(I)=SUM 
?l»M=0. 
no 1 J=l*MPHASeS 
5UMaSUM*Tn(I,.l)»PA(T.J) 
TNP(T)=SUM 
IF (TNOl(T).FO.l) Gn TO 4 

NON-RrnuNOAMT SURSYSTEM 

P(i*i)=Fin.i) 
lirA(Ifl)=()C(T*l) 
UrS(I.1)rT(I)»CR(I•1)/F(I .1) 
TC (I * 1) =UC A (T * 1) ♦»!€«; (1*1) 
r-0   TO 11 
IF (P(I»l).EO.l.) GO TO 7 

OPERATIVE REHUNOANCY 

P(T.1)=F?(I,1) 
UCA(Itl)«0* 
MROsNOd*!) 
00 5 I =l*NRO 
UCA (I « I) =(JCA (1*1) ♦UCP (I ♦ 1 *L) 
SUM=0. 
00 *. L=l.MRO 
SUMsSUKUT (I) »CRR (T* 1 *L) /FR (I * 1 *L)  w' 
lirS(Ifl)=SUM 
TC(I*l)=ljrA(T*l)*l)CS(I»l) 

L 1 
L ? 
L 3 
L t, 

L e 

L 6 
L 7 
L 8 
L 9 
L 10 
L 11 
L 12 
L 13 
L 14 
L 15 
L 16 
L 17 
L 18 
L 19 
L ?0 
L ?1 
L ?2 
L ?3 
L ?4 
L ?s 
L ?6 
L 97 
L ?8 
L ?9 
L 10 
L M 
•_ 1? 
L 13 
L 14 
L 15 
L 16 
L 17 
L 18 
L 19 
L 40 
L 41 
L 42 
L 43 
L 44 
L 45 
L 46 
L 47 
L 48 
L 49 
L SO 
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SilBROUTINF   COMTWOI 

7 
r 
r 
r 

r 
c 
c 

in 

1) 

ix 

r 
c 
c 

n 

W  TO   11 
IF   (FR(I.l»n,NF.FR(Ttlt?n   PO  TO   9 

STANOPV   PPOUMOANrY     -     ALI.   nBr   APF   POIIAL 

Pn.l)»Fl(I.l) 
M90=MR(!t1) 
SIIMsO. 
HO  H  Lsl»NRO 
SUM3SUM*orp( T,lf|.» 
UCA (i, n a«;ijM 
UCS (I . n =«"4 ( T «I > 
TC(t♦i)=ürA<r,i>»uc^(111) 
r,0 TO   11 

STAMORY   PC-nUMOANrv     -     ALL  "TBP"  DTFFFoFNT 

P(T,l)=FS(l,n 
NPO=NO(I,1) 
Uf A(I,n=0. 
f>0   10  L = I«NRO 
tir A (I , 1) =(JC A M »1) ♦UCP < 1,1 .L) 
UCSfftltsFiSfTtn 
Tr(T«i)='irA(T.n*uc<>n»i) 
rONTINUF 
PMr(i)=i. 
CA(1)=CS(1>=0. 
no \?  i=i.Ns«;rs 
PMr(i)=PMr<n«P(T,i) 
rA(l)=CA(l)*MCA(T»n 
cs(n«cs<i)«ucs(f«i) 
rA(i)=cA(n«MSvs 
CS (1) sCS (1» »N'SYS 
r(i)=cA(i)*r«:(i) 

PART TI,  SljrrF.SS PRORARRTTY FOR FACu OPTION 

HO 2? I=1.NSSYS 
IF (NfD.FO.O.AND.RniD.EO.I.) 60 
IF (Nm.eO.O» 60 TO 14 
MT=N(T)«1 
00 13 .J=?fNT 

MOM-P^DUNOANT OPTIOM«? 

P(T»J)=F1(T,J) 
UCA(I,J)sijC(Tf J) 
l)CMI»J)=T(T»*rR(I»J)/F(I,J) 
Tr(T»j)=HrA(T,j>*uc<;<i.j) 
IF (POCn.FO.O.) 60 TO Z? 

TO ?? 

L c.l 
L S2 
L S3 
L S4 
L ^5 
L S6 
L «j; 

L SB 
1. q«» 

L f.0 
L f.1 
L *»2 
1. o 
L <S4 
L A5 
L f>6 
L f7 
L *fl 
L <S9 
L 70 
L 71 
L 72 
L 73 

L 74 

L 75 
L 76 
L 77 
L 7B 
L 79 
L BO 
L «1 
1. «2 
L «3 
L «4 
L «5 
L «6 
L «7 
L B8 
L «9 
L QO 
L Ql 
L Q2 
L 03 
L Q4 

L 05 
L 06 
L 07 
L 08 
L 09 
L 100 
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1 

c 
c 
r 

r 
r 
r 

is 

l*i 

c 
r 
C 
17 
C 
c 
c 

14 

r 
C 
c 

?0 

^1 

SURPOUTINE   COwTBOl 

»FOIINnAM   OPTIONS 

KPnr»0(T)*l. 
PO   ?l   J=?«NRO 
IF   ((}(T«.J)«fQ«l#)   GO  TO   17 

OPF^ATIVF   »FntJNOANCY 

PP<I»J)sF?(I.J) 
SIIM = 0. 
MPl=NO(T,J) 
00   IS  LaltNPT 
SUM=SUM»urp(l«J«L) 
UOAMdtJJsSUM 
SHMsp, 
ro   If.   L = l.NRT 
SUM=Sl)M*T (T) *CPP (I f NL) /FP (I ♦ J«L) 
UCSR(I«J)BSUM 

UCP» (T » J» «UCäR (T • J) ♦tlCS» (I« J) 
fiO  TO  21 

STANOBY   PPOUNOANrY 

IF   (FP(T,.|,l).NF.PP(r«Jf?)»   GO  TO   I«* 

FOUAL  MT«r 

PR(I»J)=FT(I.J» 
NRfaNPdvJ) 
SUMsO, 
no   1M   L=l«NPT 
SlJM=SUM»urR(NJ.L) 
IICAP(!«J)=SUM 
UCSR(It.il«iF4(TtJ) 
l»rP^ (I • J)sUCAR (T • J) ♦••CSR < 1. J) 
r.o TO ?.i 

UMFOJAL   MTBF 

pf)ntJ>>Fs(i«.j) 
NPTsMP(I,J? 
SUMrO. 
00   ?0   L=ltNRI 
SUM=SUM»UCR(T.J«L» 
llCAP(I.J)=SUM 
UCS»<T»J)=F6<I.J) 
MCPt»(I«.J)«UCAR(I,J)*llCSR(I..)) 
rOMTI»'l)F 
rONTIMUE 
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1 101 
L 10? 
L 103 
L 1«^ 
L 105 
L 106 
L 107 
1.   i 108 
L 109 
L no 
L   1 111 
1. 11? 
L   1 113 
L   1 114 
L   1 115 
L   1 16 
L   1 17 
L   1 118 
L   I 119 
L   1 1?0 
L   ] l?l 
L   ] ?? 
L   1 173 
L   1 1?4 
L   1 1?5 
L   1 l?6 
L   1 l?7 
L   ) l?8 
L   1 t?«» 
L   ] no 
L   1 111 
L   1 11? 
L   1 133 
L  1 114 
L   I 135 
L   ) l-*6 
L : 137 
L   I 138 
L   I 119 
L 140 
L   1 iul 
L u? 
L   1 143 
L   1 164 
L   1 145 
L   1 146 
L   1 147 
L   1 148 
L   1 149 
L   1 1^0 



SURPOUTINF rOMTPOl 

C 
C 
r 

PAPT III. AnjMSTFO BASFLINE SVSTFM 

C 

?! 

?.* 

C. 

C 

31 

no  «o T»i»NS«;y«; 
IF   (Nm.FO.O.ANn.Pom.EO.O.)   GO   TO   ^0 
TNs^<T)*l 
TP«RO(T»*l 
INFal«IffF=? 
POT   THE   AORAYS   INTO   A   TF^PORARY  ARRAY 
DO  ;»3  J»INF«IN 
XTFMP(J»«P(I. I) 
00   ?*   JsIOF.TR 
XTFMP{IN»J-l>sPP(I».)» 
JK»IN*lR-l 
CALL  TSOPT   (xTFMP.JX» 
NOW  PLACF   INTO   X 
00  '?'*  J=1»JX 
X(I,J)=XTFMP(J) 
00   .?6  L=INF»IN 
IF   (P(I»L).F0,XTFMP«J)»   25.?6 
IX(I,J)«L*33B 
TXd.JJsSwlFTdXdtJl.öj^B^M 
V(T»J)»TC(I»H 
7(ItJ)3UCA(I*L) 
CONTINUE 
00 ?8 L»T«>F.TR 
IF (PP(I«L).FO.XTEMP(J)) ?7,?8 
TX(I»J)sL*33n 
IX(I»J)»SWIFT(IX(I«J>t6)*??ei 
Y(I.J)=UCRR(I.L) 
7(ItJ)=UCAR(I.L) 
TONTINUE 
YMINsl,E*300 
OETFR^INF THF MINIMUM OF Y 
no ?9 Jal.JX 
IF (Y(I»J).GT,YM:NI 00 TO ?9 
IF (X(I.J).LT,P(I»n» GO TO 29 
YMINrYtT.J) 
MY(I)=J 
CONTINUE 
IAPL(T)=IX(I,MV(I>) 
xsm=x(i«MY(n» 
YS(I»=V(T«MY(I)) 
7Sn)=ZCI»MY(I)) 
CONTINUE 
PMC(2)»1, 
00 31 Ial«NSSYS 
PMr(2)=PMr(2>»xs(n 
rA(?)=ci2)=o, 
no 32 Isl.NSSYS 

L i«;i 
L I« 
L 1^3 
L I«?* 
L i«;5 
L l«;6 
L m7 
L 1«:8 
L ISR 
L lf.0 
L 1^1 
L 1*.2 
L 1«.3 
L 1M> 
L 1*5 
L lf.6 
L 1*7 
». lf.8 
L 1*9 
L 170 
L 171 
L 172 
L 173 
L 17* 
L 175 
I. 176 
L 177 
L 17« 
L 179 
L mo 
L lAl 
L 1«2 
L 1«»3 
L 1«* 
L 1«5 
L 1«»6 
L 1P7 
L 1P8 
L 1R9 
L 190 
L 191 
L 192 
L 193 
L 194 
L lo5 
L 1Q6 
L 197 
L IPS 
L 199 
L 200 
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c 
c 
r 

11 

3«* 

I4« 

1=« 

B9 

SUBROUTINE  COMTPOI 

rÄr3>»CA(5)«MSYS 
r(?)=Ksys»c(?') 

PAPT TV,   OPTIMAL OPTIONS 

00 15 Isl.KtSSVS 

TF (MY(I).NF,JX) GO TO 33 
XL(I)=0. 
GO TO 15 
YMA){=-l.E*.10n 
IF=MY(T)«TF1=IF*1 
00 34 J=IPltJX 
Or=Y(T»J)-Y(T,IF) 
YM=(X(T.J)/X(T»IF))#♦<!,/OC) 
TF (Y^.LT.YMAX) GO TO 3* 
LAMMOA(I»^J 
YM^XsYM 
CONTINUF 
Pr=Y(T»LAMpnA(I))-Y(T.IF» 
XL < T) = (X(T «LAM^OA(I))/X(I•ir))»•(1./Or) 
CONTINUE 
Ks? 

"0 37 T = l.N<:«;YS 
IF (XL(I).NF,o,) GO TO 18 
rOWTIMUF 
MAX=K-1 
GO TO 4? 
YMAX=-l.F»300 
DO 19  T = I.NS«;YS 
TF (Xl (T).LT.YMAX) GO TO IQ 
ini(K)=i 
YMAXsXLd) 
rONTIMHF 
IASIOI(K) 
IRsLAMBDAdA) 
IO=«Y(IA) 
PMr(K)=PMr(K-l)«(X(TAfIR)/X(TA.IO)) 
rA(K)sCA(K-l)«.NSYS«(7<IA.TR)-2<IA»I0)) 
r(K)=C(K-l)*NSVS»mTA»I8)-Y{lA«in)) 
rs(t<)=c(»<)-CA(K) 
5SC(K)=IA 
S0S(K)=IX(IA,I<?) 
MY(IA)=LAMROA(IA) 
TJ=N(IA)*O0(TA)*l 
TF (MY(TA),NF.IJ) GO TO 40 

L 201 
L 202 
L ?03 

204 
20S 
206 
207 
208 
209 
210 
211 
2)2 
213 
214 
215 
216 
217 
218 
21<» 
2?0 
2?1 
292 

I. 2?3 
L ?34 

2?5 
2?6 
2'7 
2?8 
2?9 
210 
2^1 
212 
233 
214 
235 
216 
217 
218 
219 
240 
241 
242 
243 
244 
245 

L 246 
L 247 
L 248 
L 249 

L 
L 
L 
L 
L 
L 
t. 
L 
L 
L 
L 
L 
L 
L 
L 

L 
L 
L 

L 250 
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1 

i*n 

41 

C 
C 
c 
c 
f 

41 
C 
r 
r 

4<» 

r 
c 
4ft 

47 
4H 

4Q 
SO 

51 

SüRBOUTINC  COMTPO» 

XUIAIaO« 
f-O   TO   3ft 
YMftx=-l,F»300 
TFrMY(I«)?IFl»lF«l 
00  41   JairifTJ 
nrsY(TA.J)-Y(TAtTF) 
YM=(K<lA,J)/X<IA.TF))#»(l,/Or) 
IF   (YM.LT.YMAK)   00   TO   41 
l.AM*OA(TA)sJ 
YMAXaYM 
CONTINUE 
nrrY(TA.LAMRnA(IA))-Y(lA«IF) 
XL(IA)=(X(IA,LAMROA(TA)>/X(IA»TF))»»(l./Or) 
GO  TO  3ft 

FINISHEO.     NOW  PRINT 

AOJUSTFO  "ASFLINF   SYSTEM 

NSSVS 
NNAMESm.IARLm 

PRINT  4ft 
no 43 1=1. 
PRINT 47« 
rONTIfJUE 

OPTIONS 

PRINT 4H 
PRINT 49, PHrn)«CA(l)«CS(l)«C(l) 
PRINT SO» PMr<2)»CA(?)fCS(?)«C(?) 
IF (MAX,LT.3) 00 TO 45 
00 44 Is3fMAX 
PRINT si» i«PMcm«c«m»cs(T),c(n»sscm»sos(i) 
CONTINUE 
CONTINUE 
»FTURN 

FORMAT (lMl,Qx,?<.HAn.JUSTEn RASELINE SYSTFM//f<»x,9HSURSYSTEM,5X»9HS 
HIRSYSTFM.SX,1QH0PTI0N FOR A0JUSTE0/«3x»ftHMUMBER«9X»4HNAMF»nX»eHRA 
2SFLINE") 

FORMAT   (1X«I4fftX*A10*14)(fR?) 
FORMAT (mif43X.?SH0PTIMAL SUBSYSTEM OPTIONS»//»2X»13HCONFIOURAT10 
lN,17X»llHAC0llISITl0N«7X,RHL0GISTIC»9X,5HTnTAL»7X»9HSUBSYSTEM»7X»ftH 
<'0PTI0N/f?X»l4Hl0ENTTFICATT0N»6Xf4HMCSof10x»4HC0ST,flX»12HSUPP0RT CO 
3STf ^X t^HCOST»«X.7HCHANGF0.7X,8HSEl ECTrOl 
FORMAT (/«I6H  RASELINE. CTsl«3XtF6.1.6X«rlO.?«8X«F10.2«4X*FlO.?) 
FORMAT (/tlftH AOJOSTED« CT=?,/,10H qASF| INE*9X«Fft.3*6X«Fl0.2tRX* 
lF10.2.4XfF10,?) 
FORMAT (/.4X,3HCT=«T4.8X«Fft,3fftX»F10,»»RX.F10.2«4X»F10.2»7X«F5.0.9 
IX»P?) 

L 
I. 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 

2S1 
252 
253 
2S4 
255 
256 
2S7 
25R 
259 
2ftO 
2ft 1 
2ft2 
2ft3 
2ft4 
2ft5 
2ft6 
2ft7 
2ft8 
2ft9 
270 
271 
272 
2"»3 
274 
275 
27ft 
277 
278 
279 
2P0 
2R1 
2R2 
2R3 
2A4 
2«5 
286 
2R7 
288 
289 
290 
201 
2Q2 
203 
2Q4 
295 
296 
297 
2Q8 
2Q9 
300 
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■ 

SUBaOMTINP T«;OPT (A.N) 
ntMFNfTOM 4(1» • TU1M« 
T = l 
J=N 
MsO 

1 TF (J.LP.T) nn TO «» 
2 IJ=(I»J)/? 

TF (A(T),»F.MJ)) GO TO 
T=A(J) 
AfJlsAdi 
AdlsT 

? T=A(IJ) 
TF (Am.l.F.T) Gn TO 4 
A(TJ)=A(T> 
A(I)=T 
T=a(IJ) 
CO TO S 

i* IF (T.LF,S(jn 
A(TJ)«A(JI 
A(J)=T 
TrA(l j) 

on To s 

s L=L-1 
TF (T.LT.MD) GO To S 
TT=A{L) 

^ t<=K*l 
fF (A(K»,LT.T» GO TO 6 
IF (L.LT.K) r.n T" 7 
A(L)=MK) 
A(K)=TT 
ro TO S 

7 M = M4l 
TF ().-I.LF.J-*l 00 TO « 
IL(^)=I 
TU(H)rL 
T=K 
r-o TO 10 

P TL»'-«)=K 
TUfMlsJ 

00 TO 10 
«5 TF «^,Ff).r» OFTUPN 

T=TL(M) 
J«TU(M) 
MsM-l 

I'- TF fJ-T.OP.m GO TO 2 
TF (T.FO.l) 00 TO 1 

ll T = T»I 
TF ( J,LT.n 00 TO q 

IMIIAJ 
M I 
M ? 
M 3 
M *♦ 
M 5 
M 6 
M 7 
M 8 
M 9 
M 10 
M 11 
M 12 
•A 13 
■4 14 
M IS 
M 16 
M 17 
M 18 
M 19 
M ?0 
M ?1 
M ?2 
M ?3 
M ?4 
M ?5 
M ?6 
M ?7 
M ?8 
M ?9 
M -»o 
M -<1 
M 32 
M 33 
M 34 
M 35 
M 36 
M 37 
M ^fl 
M 39 
M 40 
M 41 
M 42 
M 43 
M 44 
M US 
M 46 
M 47 
M 4B 
M 49 
H «;o 
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SUBBO'ITiWF   TSOOT   (4.N> 

Tr4(l) 
TF   (MT-D.LP.T)   CO   Tf)   II 
KsT-1 

KsK-1 
TF   (T.LT.'XK»)   f,0   TO   12 
A»K»l)sT 
AO   TO   11 
FNn 

'< -1 
M «;? 
M '•• .'j 
>/ i;^ 

y «5 
VI S6 
M q? 

H M 
w "^Q" 

B-31 



ciJ 

CRi 

CR 
1J 

LSC, 

LSCy 

m 

N 

NP 

Ns 

n(i) 

Pa1j 

as 

apj 

ai 

LIST OF SYMBOLS 

Availability of an aircraft. 

Ratio of total operating time to mission operating time. 

Unit acquisition cost of a redundant unit. 

Cost of the j-th option for the i-th subsystem (j = 1, 2, ..., 

n(1); 1 = 1,2 Ns) 

Logistic support cost of a single redundant unit. 

Average cost per repair of the 1-th subsystem. 

Average cost per repair associated with the j-th option for the 

1-th subsystem. 

The 1-th failure mode of a certain subsystem. 

Average yearly logistic support cost of the 1-th subsystem. 

Total system logistic support cost during y years. 

Average number of missions per month per system. 

Total number of systems (fleet size). 

Number of mission phases. 

Total number of subsystems. 

Number of options for the 1-th subsystem. 

Probability of abort given a failure of a certain subsystem. 

Conditional probability of mission abort given that the 1-th 

subsystem fails during the j-th mission phase. 

Conditional probability of abort due to safety factors given a 

failure. 

Conditional probability of abort during phase j given no abort 

before phase j. 

Probability that a failure of the 1-th redundant unit Is an 

abort causing failure. 

C-l 



? 

Pc 

Pc(n. T) 

Pc,. 

PE 

Pi 

Pic 

LIST OF SYMBOLS (continued) 

= Probability aircraft reaches target and releases weapons without 

an abort causing failure given that it survives. 

= Probability that a subsystem with n redundant units will not 

cause an abort during operating time T. 

= Probability that the system completes the fc-th mission phase 

without an abort causing failure. 

= Conditional probability of reduced effectiveness given a failure. 

Probability that the i-th subsystem completes its function without 

an abort causing failure. 

= Probability that the i-th subsystem completes its function (i.e., 
N 

operates for time J--> . , 

j = I 

P      = Probability that a mission is completed without an abort causing 

failure. 

P =   Single sortie survival probability. 

P,., =    Probability aircraft aborts before releasing weapons and survives sa 

the return trip. 

P , =   Probability aircraft survives to release its weapons on target. 

P 2 '   Probability aircraft survives return trip after weapons are 

released. 

R. =    Expected number of repairs of the i-th subsystem during one year. 

P =    "Kill Potential" ■ expected number of targets destroyed after 

aircraft reaches the target area. 

S =   Number of sorties aircraft flies (if it survives). 

T =   Operating time of a certain subsystem. 
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LIST OF SYMBOLS (continued) 

T(S)    = Expected number of targets destroyed after S sorties. 

TK     ■ Expected number of targets destroyed during the "lifetime" of 

the aircraft, i .e., S -► °°. 

tjj    5 Operating time of the i-th subsystem during the j-th mission 

phase. 

T.     = Total y-year operating time of subsystem i. 

t.     = Operating time of i-th subsystem (i = 1, 2, ..., N ) during 

one mission, i.e., duty cycle of i-th subsystem. 

T.     = Aircraft mission time, m 
t,.     = Mean time to restore, r 
T      = Mean operating time between failures for a certain subsystem. 

For the discussion of failure modes a subscript on this symbol 

would unnecessarily complicate the development. 

T,     = Mean operating time between abort causing failures, a 
r * =   Mean operating time between abort type failures of the i-th 

standby redundant unit. 

Ta„    = Mean operating time between abort type failures of a redundant unit, ar 
T.. = Mean operating time between failures of the i-th subsystem. 

T • = Mean operating time between failures of the i-th redundant unit. 

T = MTBF of the total aircraft system. 

T. . = Lower MTBF for the j-th option for the i-th subsystem. 

7.. = Upper MTBF for the j-th option for the i-th subsystem. 
* J 

y =   Number of years to be considered in the calculation of log'stic 

support costs. 
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